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Abstract. In [2], Chung et al. introduced the Guessing Secrets game. In [4] the authors introduce a variant of this game in which for each question the reference secret is chosen at random (with uniform distribution) by Responder. In this paper we investigate another variant in which Responder is required to answer truthfully to questions of the form How many secrets are there in X?, where X is a subset of the search space chosen by Questioner. We investigate the cost (number of questions needed) in the worst case, in the best case and in the average case.
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1 Introduction

Chung et al. [2] proposed an information-theoretic problem called Guessing Secrets which is a variant of the familiar “20 questions” game. The game can be formulated in the following way: a player A (also called Questioner) tries to discover the identity of a set $S$ of $n \geq 2$ unknown secrets drawn by a second player B (also called Responder), from a large set $\Omega$ of $N$ secrets. For simplicity we assume $\Omega = \{1, \ldots, N\}$, therefore secrets are numbers. Questioner A
tries to learn as much as possible about the elements of $S$ by asking $B$ binary (Yes/No) questions. For each question asked, $B$ chooses which of the $n$ secrets to use in supplying the answer, which in any case must be truthful. Guessing Secrets problems define a class of interesting combinatorial problems which has arisen in connection with various topics in computer science and transmission of digital data as separating systems into smaller units, diagnosing technical problems, protecting data from unauthorized reproduction, authenticating ownership claims [11].

If $N > n \geq 2$ and $B$ behaves adversarially, then $A$ cannot guess all of the secrets. For instance, if $B$ chooses the same secret to answer every question $A$ asks, $A$ would never know anything about the other elements of $S$. Moreover, if $B$ uses a simple strategy, $A$ cannot even hope to determine with certainty one secret of $B$. More precisely, let $k \notin S$. Then according to the rules of the game, $B$ can legally answer YES to the question *Is your number in $X$?* if and only if $|S \cap (X \cup \{k\})| \geq 2$. It is easily seen that in this way $A$ cannot distinguish the true secrets from $k$, so he cannot even guess one secret with certainty. The paper [2] contains a precise description of what $A$ can learn about $S$: in fact the possible sets of $n$ secrets form an intersecting hypergraph (an intersecting graph if $n = 2$). Moreover if $n = 2$, then it is shown ([2], [1], [3] and [10]) that the number of questions needed in order to obtain such an intersecting graph is $O(\log_2(N))$. On the other hand, it is shown in [3] that the guessing secrets becomes intractable (NP-hard) when the number of elements of $S$ is bigger than 2. In polynomial time only approximate solutions can be expected [1].

In [4] the authors introduce a variant of the Guessing Secrets game in which for each question the reference secret is chosen at random (with uniform distribution) by $B$. Unlike the case of classical Guessing Secrets, in this probabilistic variant $A$ has a winning strategy. In fact, in [4] the authors introduce a simple probabilistic guessing algorithm based on binary search strategy that allows to guess all secrets of $S$ with probability one. If $n \ll N$, then the number of questions needed is an asymptotically Gaussian random variable with expected value $O(n^2 \log_2 N)$.

The Guessing Secrets game is also related to the (adaptive) Group Testing, cf [5]. A formulation of the problem is the following: one has $N$ items, represented by natural numbers, $n$ of which are defective. One may test any group of items and the test tells us if there is at least one defective among the group tested. The problem, given $N$ and $n$, is to compute the minimum number of tests necessary to detect all defectives. The differences between classical Guessing Secrets, probabilistic Guessing Secrets and Group Testing are as follows: in the first game, to a question of the form *Is your number in $X$?, $B$ must answer YES if all the secrets are in $X$, NO if no secret is in $X* and can answer arbitrarily if some secrets are in $X$, but not all of them. In the probabilistic guessing secrets, $B$ answers as above if $X$ contains all the secrets or if $X$ contains no secrets, but if $X$ contains $0 < k < n$ secrets, then he answers YES with probability $\frac{k}{n}$. Finally, in the Group Testing, $B$ answers YES if and only if $X$ contains at least one secret.
By the large numbers law, in this probabilistic variant, if \( M \) is large enough and \( X \) contains \( k \) secrets, then over \( nM \) questions all of the form \( \text{Is your number in } X? \), nearly \( \frac{kM}{n} \) answers will be YES and the remaining ones will be NO. Thus if \( A \) asks \( \text{Is your number in } X? \) for \( nM \) times and he obtains \( a \) YES answers, then with high probability the closest integer to \( \frac{a}{nM} \) is \( k \). In other words, with high probability with \( Mn \) questions \( A \) really obtains a probably correct answer to the question \( \text{How many secrets are there in } X? \). This suggests the following variant:

**Variant 1.** A search space \( \Omega = \{1, ..., N\} \) and a subset \( S \) of \( \Omega \) of cardinality \( n > 0 \) are given (for simplicity we assume that \( N \) is a power of 2). Questioner can ask questions of the form \( \text{How many secrets are there in } X? \), where \( X \subseteq \Omega \). \( B \) has to answer truthfully.

In this paper we investigate a strategy for the Variant 1 shown above. This strategy is as follows:

**Strategy 1.** At each stage, \( A \) finds a collection \( X_1, ..., X_k \) of mutually disjoint subsets of \( \Omega (k \leq n) \), called reference sets, such that each \( X_i \) contains at least one secret, and each secret belongs to exactly one \( X_i \). At the beginning, the only reference set is \( \Omega \). Suppose that at some stage \( r \), the reference sets are \( X_1, ..., X_k \). Then for each \( X_i \) of cardinality greater than 1, \( A \) divides \( X_i \) in two parts of the same cardinality, call them \( X_iL \) and \( X_iR \), and asks: \( \text{How many secrets are there in } X_iL? \) (one question for each \( i \)). Then \( A \) updates the reference sets: let \( n_i \) be Responder’s answer to the question: \( \text{How many secrets are there in } X_iL? \) If \( n_i = 0 \), then \( X_i \) is replaced by \( X_iR \), if \( n_i = n \), then \( X_i \) is replaced by \( X_iL \), and if \( 0 < n_i < n \) then \( X_i \) is replaced by both \( X_iL \) and \( X_iR \). As soon as all the \( X_i \) have cardinality 1, all the secrets have been guessed.

In this paper we compute the cost of our algorithm in the worst case, in the best case and in the average case. More precisely if the search space \( \Omega \) has cardinality \( N = 2^k \) and the number of secrets is \( n \), in the worst case the cost is \( nk - n |\log_2 n| + 2^{|\log_2 n|} - 1 \), in the best case it is \( k - z_v(n) \) (where \( z_v(n) \) is the number of consecutive zeros at the right of the binary representation of \( n \)) and in the average case it is an asymptotically Gaussian random variable with mean \( n \log_2 N - n \log_2 n + \alpha_1 n \) and variance \( \alpha_2 n \log_2 n + \alpha_3 n \) (where \( \alpha_i \) are constants).

## 2 Worst case analysis

When \( A \) plays Strategy 1, the resulting game \( G \) only depends on the choice of the secrets. We associate to any game \( G \) a tree \( T_G \) called the game tree. We start from an informal description. Each node of \( T_G \) represents a local state of knowledge. Nodes are labelled by a triple, whose elements respectively represent one of the reference sets, its cardinality and the number of secrets contained in it. Since \( A \) always divides the set in two parts of the same cardinality and \( N \) is a power of 2, the second element of the label is always a power of 2. If a node \( w \) has a label of the form \((X, h, 0)\), then we do not need the information
contained in it, as \( X \) does not contain any secret. So \( w \) has no sons (it is a leaf). If \( w \) is labelled by \((X, h, 1)\), then we use the information contained in it, but we are already able to compute the number of questions needed to guess the only secret contained in it (namely, \( \log_2(h) \)). Thus once again \( w \) has no sons.

**Definition 2.1** The game tree \( T_G \) corresponding to a game \( G \) in which \( A \) plays Strategy 1 is inductively defined as follows:

\[ T \] has a root \( r \) which is labelled by the triple \((r_1, r_2, r_3)\) where \( r_1 = \Omega, r_2 = n \) and \( r_3 = n \). Moreover, we define \( \text{lev}(r) = 0 \).

Let \( w \) be a node of \( T \), and let \((w_1, w_2, w_3)\) be its label, where \( w_1 \) is a subset of \( \Omega, w_2 \) is its cardinality (a power of 2) and \( w_3 \) is the number of secrets contained in it. Then:

- If either \( w_3 = 0 \) or \( w_3 = 1 \), then \( w \) is a leaf.
- Otherwise, \( A \) divides \( X \) in two parts of the same cardinality, \( XL \) and \( XR \), and asks: *How many secrets are there in \( XL \)?* Suppose that Responder’s answer is \( j \). Then \( w \) has two sons, \( w' \) labelled with \((XL, \frac{w_2}{2}, j)\), and \( w'' \), labelled with \((XR, \frac{w_2}{2}, w_3 - j)\). Moreover, we put \( \text{lev}(w') = \text{lev}(w'') = \text{lev}(w) + 1 \).

The game tree \( T_G \) allows us to compute the number of questions needed to Questioner in order to win the game. Indeed, at each node \( w \) which is not a leaf, \( A \) asks exactly one question (more precisely, if the label of \( w \) is \((X, r, s)\) with \( s > 1 \), then \( A \) asks *How many secrets are in \( XL \)?*). If a node \( w \) with label \((X, r, s)\) is a leaf, then if \( s = 0 \), \( A \) does not ask any question about \( X \), and if \( s = 1 \), then he asks \( \log_2(r) \) questions in order to discover the only secret contained in \( X \). We are going to prove that the worst case occurs when for every node \( w \) labelled with \((X, r, s)\), Responder’s answer to the question *How many secrets are there in \( XL \)?* is \( \frac{w_2}{2} \) if \( s \) is even and either \( \frac{w_2}{2} + 1 \) or \( \frac{w_2}{2} - 1 \) if \( s \) is odd. If this case always occurs, we say that \( B \) divides the secrets in two halves.

**Lemma 2.2** Suppose that \( A \) applies Strategy 1 and Responder always divides the secrets in two halves. Suppose that the cardinality of \( \Omega \) is \( N = 2^k \), and that \( n \) is the number of the secrets. Let \( H(N, n) = nk - n[\log_2(n)] + 2[^{\log_2(n)}] - 1 \). Then the number of questions needed to \( A \) in order to win the game is exactly \( H(N, n) \).

**Proof.** Note that under the assumptions of the present lemma, every leaf has a label of the form \((X, j, 1)\) (because if a node has such a label, then it is a leaf and if a node has a label of the form \((X, j, i)\) with \( i > 1 \), then his sons cannot have labels of the form \((X, j, 0)\) because \( B \) divides the secrets in two halves. It follows that the number of leaves is equal to the number \( n \) of secrets. Let \( a = [\log_2(n)] \), i.e., assume \( 2^{a-1} < n \leq 2^a \). Then, using again the fact that \( B \) divides the secrets in two halves, we see that the second component \( j \) of the label of a leaf is either \( \frac{N}{2^a} \) or \( \frac{N}{2^{a-1}} \). Thus we have some number \( h \) of leaves \( w \) with level \( \text{lev}(w) = a - 1 \).
and some number of leaves $v$ of level $\text{lev}(v) = a$. Note that there are $2^{a-1}$ nodes of level $a-1$. If $h$ of them are leaves, then $2^{a-1} - h$ have label of the form $(X, j, 2)$ (that is $X$ contains two secrets), therefore they split into two leaves. Since $n$ is the total number of leaves, we have $n = h + 2(2^{a-1} - h) = 2^a - h$.

Now we compute the total number of the nodes which are not leaves: there are $2^a - 1$ nodes of level $\leq a-1$, and $h$ of them are leaves. Since all nodes of level $a$ are leaves, this number is $2^a - h - 1$.

Finally the total number of questions is given by the sum of the number $2^a - h - 1$ which are not leaves plus the number $h$ of leaves of level $a-1$ multiplied by $k - a + 1$, the number of questions needed to guess the only secret in the first component of the label of such leaves, plus the number $2(2^{a-1} - h)$ of leaves of level $a$ multiplied by $k - a$, the number of questions needed to guess the only secret in the first component of the label of such leaves. In total, recalling that $n = 2^a - h$, we have

$$2^a - h - 1 + h(k - a + 1) + (2^a - 2h)(k - a)$$
$$= 2^a - 1 + h(k - a) + (2^a - 2h)(k - a)$$
$$= 2^a - 1 + (k - a)n,$$

that is the claim.

\[\square\]

**Corollary 2.3** If $N = 2^k$ and $n = 2^h$ then $H(2^k, 2^h) = 2^h(k - h + 1) - 1$. \[\square\]

**Theorem 2.4** The worst case occurs if $B$ always divides the secrets in two halves. Therefore, if $\Omega$ has cardinality $N = 2^k$ and the number of secrets is $n$, then in the worst case Questioner, when applying Strategy 1, needs $H(N, n)$ questions.

**Proof.** We proceed by induction on the number of secrets $n$, and for fixed $n$, we induct on $N$. If there is exactly one secret, the claim is trivial. Thus suppose that the claim holds for all $r < n$ and, in the case of $n$ secrets, for all search spaces of cardinality $2^k$ with $k < k$, and let us prove it in the case where the search space $\Omega$ has $N = 2^k$ elements and the number of secrets is $n$. Remind that $A$ divides $\Omega$ in two parts $\Omega_L$ and $\Omega_R$ of cardinality $2^{k-1}$ and asks how many secrets are there in $\Omega_L$? We assume that Responder’s answer is $\lceil \frac{n}{2} \rceil + c$, where $\lceil \frac{n}{2} \rceil + c$ is an integer and $0 \leq \lceil \frac{n}{2} \rceil + c < n$. We may assume without loss of generality that $c \geq 0$. If $\lceil \frac{n}{2} \rceil + c = n$, then by the induction hypothesis in the worst case $A$ needs $1 + H(2^{k-1}, n)$ questions to win the game, and an easy computation shows that $1 + H(2^{k-1}, n) \leq H(2^k, n)$. Thus suppose that $\lceil \frac{n}{2} \rceil \leq \lceil \frac{n}{2} \rceil + c < n$. To simplify notation, let $m = \lceil \frac{n}{2} \rceil$. Then by the induction hypothesis, in the worst case $A$ wins the game using $1 + H(2^{k-1}, m + c) + H(2^{k-1}, m - c)$ questions, and we need to show that $1 + H(2^{k-1}, m + c) + H(2^{k-1}, m + c) \leq H(2^k, 2m)$. Let $\lceil \log_2 (2m) \rceil = a$. Since $2^{a-2} < m + c \leq 2^a$ and $m - c < m + c$ we have to consider only the following two cases:

a) $\lceil \log_2 (m + c) \rceil = a - 1$ and $\lceil \log_2 (m - c) \rceil = a - t$ with $t \in \mathbb{N}$ and $1 \leq t < a$
b) $[\log_2 (m + c)] = a$ and $[\log_2 (m - c)] = a - t$ with $t \in \mathbb{N}$ and $1 \leq t < a$.

In case $a$ we have to verify that

$$2m(k - 1) - (m - c)(a - t) + 2^{a-t} - (m + c)(a - 1) + 2^{a-1} \leq 2mk - 2ma + 2^a,$$

that is, that

$$-t(m - c) + (m - c) - 2^{a-t} + 2^{a-1} \geq 0. \tag{2.4.1}$$

Since $m - c \leq 2^{a-t}$, we have $-t(m - c) + (m - c) - 2^{a-t} + 2^{a-1} \geq -t2^{a-t} + 2^{a-1}$.

Now let $f(t) = -t2^{a-t} + 2^{a-1}$. We have $f(1) = f(2) = 0$ and $f'(t) \geq 0$ for $t \geq \frac{1}{\ln 2}$. Thus for $1 \leq t < a$, (2.4.1) is satisfied.

Now assume case $b).$ We have to verify that $2m(k - 1) - (m - c)(a - t) + 2^{a-t} - (m + c)a + 2^a \leq 2mk - 2ma + 2^a$, that is, that

$$2m - t(m - c) - 2^{a-t} \geq 0. \tag{2.4.2}$$

Once again, $m - c \leq 2^{a-t}$, therefore we obtain $2m - t(m - c) - 2^{a-t} \geq 2m - 2^{a-t}(t+1)$. Now consider the function $f(t) = 2m - 2^{a-t}(t+1)$. We have $f'(t) \geq 0$ for $t \geq \frac{1}{\ln 2}$. Since $f(3) = 2m - 2^{a-2} \geq 0$, for $t \geq 3$ the formula (2.4.2) is verified. It remains to consider the cases $t = 1$ and $t = 2$.

For $t = 1$, (2.4.2) is verified because $m + c > 2^{a-1}$. For $t = 2$, (2.4.2) is verified if and only if $2c - 2^{a-2} \geq 0$. But $m + c > 2^{a-1}$ and $c - m \geq -2^{a-2}$, that is $2c \geq 2^{a-1} - 2^{a-2} = 2^{a-2}$.

The proof is now complete. \hfill \square

## 3 Best case analysis

In this section we analyze the case in which $A$ plays the **Strategy 1** and the best case occurs. Let us say that Case $(*)$ occurs if, when $A$ plays Strategy 1, then to any question of the form: How many secrets are there in $X$? with $X$ of cardinality $h$, $B$ answers: $h$ secrets if $h \leq n$, and: $n$ secrets otherwise.

We first compute the number of questions needed to find all secrets if Case $(*)$ occurs, and then we prove that Case $(*)$ corresponds to the best case.

**Lemma 3.1** Suppose that $\Omega$ has cardinality $N = 2k$ and that the number of the secrets is $n$. Moreover, suppose that $A$ plays Strategy 1 and that Case $(*)$ occurs. Then the number of questions $Q^*(k, z_p(n))$ to find all the secrets is

$$Q^*(k, z_p(n)) = k - z_p(n),$$

where $z_p(n)$ is the number of consecutive zeros at the right of the binary representation of $n$.

**Proof.** We argue by induction on the length $l$ of the binary representation of $n$.

**Base:** for $l = 1$ the claim trivially holds.

**Induction Step:** suppose the claim holds if $l < h$, and let us prove it if $l = h$. 


Let $1a_{h-2}...a_1a_0$ be the binary representation of $n$. Clearly $A$ needs $k - (h - 1)$ questions to find the first $2^{h-1}$ secrets. When he finds them, the updated reference set has cardinality $2^{h-1}$ and it contains $n - 2^{h-1}$ secrets. Clearly the binary representation of $n - 2^{h-1}$ is $a_{h-2}...a_1a_0$. By the induction hypothesis $A$ needs $h - 1 - z_r(n - 2^{h-1})$ questions in order to find the remaining secrets. Hence in total he needs $h - 1 - z_r(n - 2^{h-1}) + k - (h - 1) = k - z_r(n)$ questions.

Now we prove that Case (*) is the best case.

**Theorem 3.2** With the same notation as in Lemma 3.1, when playing Strategy 1, $A$ needs at least $k - z_r(n)$ questions.

**Proof.** We prove the claim by induction on $n$, and, with reference to the same $n$, by induction on $k$. For $n = 1$, the claim is trivial. For the induction step, we distinguish the following cases:

Case a): $n \leq 2^{k-1}$. Suppose that Responder’s answer to the first question is: $n_1$ secrets. Let $n_2 = n - n_1$. If $n_1 = 0$, then $n_2 = n$, and by the induction hypothesis $A$ needs at least

$$1 + Q^*(2^{k-1}, n_2) = 1 + (k - 1) - z_r(n) = Q^*(2^k, n)$$

to guess all secrets. We obtain the same result if $n_1 = n$. So suppose $0 < n_1 < n$. Then by the induction hypothesis the number of questions needed to guess all the secrets is:

$$1 + k - 1 - z_r(n_1) + k - 1 - z_r(n_2) = 2k - 1 - z_r(n_1) - z_r(n_2).$$

Clearly either $z_r(n_1) \leq z_r(n)$ or $z_r(n_2) \leq z_r(n)$. Suppose without loss of generality that $z_r(n_1) \leq z_r(n)$. Then

$$2k - 1 - z_r(n_1) - z_r(n_2) \geq 2k - 1 - z_r(n) - z_r(n_2) \geq 2k - 1 - z_r(n) - k + 2,$$

because $z_r(n_2) < k - 1$, therefore

$$2k - 1 - z_r(n) - k + 2 = k + 1 - z_r(n).$$

This completes the proof of case a).

Case b): $2^{k-1} < n < 2^k$. We have to prove that

$$2k - 1 - z_r(n_1) - z_r(n_2) \geq k - z_r(n),$$

where $n_1$ and $n_2$ are the same of case a). Suppose without loss of generality that $z_r(n_1) \leq z_r(n)$. We have

$$2k - 1 - z_r(n_1) - z_r(n_2) \geq 2k - 1 - z_r(n) - z_r(n_2).$$

Since $z_r(n_2) < k$,

$$2k - 1 - z_r(n) - z_r(n_2) \geq 2k - 1 - z_r(n) - (k - 1) = k - z_r(n).$$

This completes the proof of the case b), and the proof of the whole Theorem. □
4 Average case analysis

In this section we study the average case of the game. In particular we deal with the asymptotic mean and variance and asymptotic cost distribution.

4.1 First approach to the mean

Denote by \( M(N, n) \) the mean number of questions necessary to find all \( n \) secrets. (of course one question is enough for each subdivision). Assume, for simplicity, that \( N = 2^u \) for some integer \( u \). We have

\[
M(N, n) = 1 + 2 \sum_{j=0}^{n} \binom{n}{j} \frac{1}{2^j} M(N/2, j),
\]

\[
M(N, 0) = 0,
\]

\[
M(N, 1) = \log_2 N,
\]

\[
M(1, i) = 0, \forall i.
\]

This kind of recurrence has been fully analyzed in the literature: see, for instance Szpankowski [12], Sec.7.6 for an excellent treatment. Taking the exponential generating function

\[
\Phi(N, z) := \sum_{n=1}^{\infty} \frac{z^n}{n!} M(N, n) = z \log_2 N + \ldots,
\]

we derive

\[
\Phi(N, z) - z \log_2 N = e^z - 1 - z + 2[\Phi(N/2, z/2) - \log_2 (N/2)z/2]e^{z/2}
\]

\[
+ 2(e^{z/2} - 1) \log_2 (N/2)z/2,
\]

i.e.

\[
\Phi(N, z) = e^z - 1 + 2\Phi(N/2, z/2)e^{z/2}.
\]

Set (this is the classical Poissonization procedure)

\[
\Psi(N, z) = \Phi(N, z)e^{-z}, \text{ with } \Psi(N, z) = \sum_{k=0}^{\infty} \frac{z^k}{k!} b_k,
\]

which leads to

\[
M(N, n) = \sum_{k=0}^{n} \binom{n}{k} b_k,
\]

\[
b_0 = 0,
\]

\[
b_1 = \log_2 N.
\]

We obtain

\[
\Psi(N, z) = 1 - e^{-z} + 2\Psi(N/2, z/2),
\]
and expanding,
\[ \Psi(N, z) = 1 + 2 + 4 + \ldots + N/2 + N\Psi(1, z/N) - e^{-z} - 2e^{-z/2} - 4e^{-z/4} - \ldots - N/2e^{-z/(N/2)}. \]

After some algebra, we obtain
\[ b_k = (-1)^{k-1} \frac{1/N^{k-1} - 1}{1/2^{k-1} - 1}, \quad k \geq 2, \]
and
\[ M(N, n) = \sum_{k=2}^{n} \binom{n}{k} (-1)^{k-1} \frac{1/N^{k-1} - 1}{1/2^{k-1} - 1} + \binom{n}{1} \log_2 N. \]

But now we can apply Rice’s formula. According to Szpankowski [12], Sec. 8, we know that
\[ \sum_{k=2}^{n+r} \binom{n+r}{k} (-1)^k \gamma - \delta_{r,0} + L^2/2] + nP_r(n) + e(n) \]
\( r = 0, 1, n \to \infty, \) where
\[ L := \ln 2, \]
\[ P_r(n) := \text{periodic function of } \log_2(n), \text{ with period } 1, \text{ mean } 0 \text{ and small amplitude}, \]
e(n) := O(1).

Asymptotically, using \( r = 0, \) this leads to
\[ M(N, n) \sim \left[-n \log_2 n - \frac{n}{L} \left[ \gamma + 1 + L^2/2 \right] - nP_0(n) - e(n) \right] (1)
\[ \cdot (1 + O(1/N)) + n \log_2 N \quad \text{for } n \to \infty, N \to \infty, n = o(N). \]

### 4.2 Asymptotic distribution of the costs

Let us now turn to the costs.

Let \( c_1 \) be the cost to lead to subsets with one secret. We see that this is asymptotically equivalent to the internal nodes size \( T(n) \) of a Trie with \( n \) keys.

This is asymptotically Gaussian (see Jacquet and Régnier [7], Louchard [9]):
\[ T(n) \sim \mathcal{N}(\alpha_1 n, \alpha_2 n), \]

with
\[ \alpha_1 = 1/L, \alpha_2 = 1/(2L) - 1/L^2 + \alpha_3, \alpha_3 = 2 \sum_{i=1}^{\infty} \frac{2^{-i}}{1 + 2^{-i}}/L. \]

Let \( c_2 \) be the cost starting from subsets with one secret to the secret itself. Each secret \( l \) is contained in a set (where it is the only secret) of size \( N_l := \)
$N/2^j(l)$, where $j(l)$ is the length of the path from the root to secret $l$ in the Trie. But this leads, for the subsequent number of subdivisions $\Lambda$ of this set, to

$$\Lambda = \log_2 N_l = \log_2 N - j(l),$$

and a total cost

$$c_2 = n \log_2 N - EPL(n),$$  \hspace{1cm} (2)

where $EPL(n)$ is the External path length of the Trie. But it is well known (see Jacquet and Régnier [8]), that $EPL(n)$ is asymptotically Gaussian

$$EPL(n) \sim \mathcal{N}(D_1, D_2),$$

with ($\alpha_i$ are constants we do not detail here)

$$D_1 = n \log_2 n + \alpha_4 n,$$
$$D_2 = \alpha_5 n \log_2 n + \alpha_6 n.$$  

So finally, the total cost $c_1 + c_2$ is Gaussian with asymptotic mean

$$n \log_2 N - n \log_2 n - \alpha_4 n + \frac{1}{L} n = n \log_2 N - n \log_2 n + (\alpha_4 + \frac{1}{L}) n,$$

namely

$$n \log_2 N - n \log_2 n + \alpha_7 n,$$

(the dominant terms are the same as in (1)) and asymptotic variance bounded by

$$\left( \frac{1}{2L} - \frac{1}{L^2} + 2 \sum_{i=1}^{\infty} \frac{2^{-i}}{1 + 2^{-i}/L} \right) n + \alpha_5 n \log_2 n + \alpha_6 n,$$

namely

$$\alpha_5 n \log_2 n + \alpha_8 n.$$

Indeed, note that the size $T(n)$ and the external path length $EPL(n)$ are positively correlated. But the minus sign in (2) shows that we can safely add the variances to get an upper bound for the dispersion.

### 5 Conclusion and future work

In this paper we have investigated a variant of the Guessing Secrets game, in which Responder has to answer truthfully questions of the form: *How many secrets are there in $X$?*. For this variant we have proposed a learning algorithm, and we have computed the cost in the worst case and in the best case. We have also investigated the average case, and we have computed the asymptotic mean, the asymptotic variance and asymptotic cost. Some problems remain open. In particular, we don’t know if Strategy 1 proposed in the present paper is the best one in the worst case and in the average case.
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