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Abstract. Let \( \mathbb{N} \) denote the natural numbers \( \{0, 1, 2, \ldots \} \). Duane and Remmel \cite{DuaneRemmel2010} found the generating function of the number of consecutive occurrences of a word \( u \in \mathbb{N}^* \) over all words \( w \in \mathbb{N}^* \) assuming that either \( u \) has the non-overlapping property, i.e., no two consecutive occurrences of \( u \) can share a letter, or \( u \) has the minimal overlapping property, i.e., two consecutive occurrences of \( u \) can share only one letter. We show how the techniques of Duane and Remmel can be extended to find generating functions for the number of consecutive occurrences of a certain class of words \( u \in \{0, 1\}^* \) over all words \( w \in \{0, 1\}^* \) where \( u \) has neither the non-overlapping nor the minimal overlapping property. For example, we find the generating function for number of consecutive occurrences of \( u \) in the set of words \( \{0, 1\}^* \) for any \( u \) of the form \( 0^n1^{k_1}0^{n+1} \cdots 0^n1^{k_{n+1}} \) where \( n \geq 2 \) and \( \min(k_1, k_{n+1}) > \max(k_2, \ldots, k_n) \).
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1 Introduction

For any alphabet \( A \), we let \( A^* \) denote the set of all words over \( A \) and we let \( \epsilon \) denote the empty word. Given words \( u \) and \( v \) in \( A^* \), we say that \( u \) is a factor of \( v \) if there are words \( w_1 \) and \( w_2 \) such that \( v = w_1uw_2 \). In such a situation, we say \( u \) is a prefix of \( v \) if \( w_1 = \epsilon \) and \( u \) is a suffix of \( v \) if \( w_2 = \epsilon \).

Let \( \mathbb{N} = \{0, 1, 2, \ldots \} \) and for any \( m \in \mathbb{N} - \{0\} \), let \( [m] = \{0, \ldots, m-1\} \). Given any word \( w = w_1 \ldots w_n \in \mathbb{N}^* \), we let \( \sum w = w_1 + \cdots + w_n \), \( |w| = n \), \( z(w) = \prod_{i=1}^{n} z_{w_i} \), and \( \text{red}(w) \) be the word that results by replacing the \( i \)-th smallest integer that appears in \( w \) by \( i-1 \). For example, \( \text{red}(13443551) = 01221330 \). For any word \( w = w_1 \ldots w_n \in \mathbb{N}^* \) and number \( a \in \mathbb{N} \), we let \( n_a(w) \) denote the number of occurrences of \( a \) in \( w \).

Let \( u \in \mathbb{N}^j \) and \( w = w_1 \ldots w_n \in \mathbb{N}^n \). We say that \( w \) has

1. a \textit{u-match starting at position} \( i \) if \( \text{red}(u) = u \) and \( \text{red}(w_iw_{i+1} \ldots w_{i+j-1}) = u \),
2. an exact $u$-match starting at position $i$ if $w_i w_{i+1} \ldots w_{i+j-1} = u$, and

3. an end point embedding of $u$ starting at position $i$ if $w_i \geq u_i$, $w_{i+j-1} \geq u_j$ and $w_{i+r} = u_{r+1}$ for $r = 1, \ldots, j - 2$.

Let $u\text{-mch}(w)$, $E_u\text{-mch}(w)$, and $e_p u\text{-mch}(w)$ denote the number of $u$-matches in $w$, exact $u$-matches in $w$, and end point embeddings of $u$ in $w$, respectively. For example, if $u = 201$ and $w = 20143122302$, then $w$ has $u$-matches starting at positions 1, 4, 6, and 10, has an exact $u$-matches starting at position 1, and has end point embeddings of $u$ starting at positions 1 and 10. Thus $u\text{-mch}(w) = 4$, $E_u\text{-mch}(w) = 1$, and $e_p u\text{-mch}(w) = 2$.

For any $k \geq 1$ and any $u \in [k]^n$ where $n \geq 1$, let

$$A_{u,k}(t, x, z_0, \ldots, z_{k-1}) = \sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{E_u\text{-mch}(w)} z(w),$$

(1)

$$B_{u,k}(t, x, z_0, \ldots, z_{k-1}) = \sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{u\text{-mch}(w)} z(w),$$

(2)

and

$$C_{u,k}(t, x, z_0, \ldots, z_{k-1}) = \sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{e_p u\text{-mch}(w)} z(w).$$

(3)

The main goal of this paper is find generating functions of the form $A_{u,2}(t, x, z_0, z_1)$ for certain classes of words $u \in \{0,1\}^*$. There has been considerable work on this type of problem in the literature. See the recent book by Heubach and Mansour [8] for many examples. Indeed there is a relatively standard method for find such generating functions. First, suppose we are given a word $u = u_1 \ldots u_n \in \{0,1\}^*$. The basic idea is to classify words according to their first $n - 1$ letters. That is, for any $v = v_1 \ldots v_{n-1}$, we let $I_v$ denote the set of all words $a \in \{0,1\}^*$ that start with $v$, i.e., $I_v = \{vy : y \in \{0,1\}^*\}$. Then we let

$$\phi_v(x, t) = \sum_{w \in I_v} x^{E_u\text{-mch}(w)} t^{|w|}.$$

The $\phi_v(x, t)$’s satisfy some simple recurrences. To begin, we notice that the words $w \in I_u$ fall into three categories: (i) $w = v$, (ii) $w = v 1 z$ where $z \in \{0,1\}^*$, or (iii) $w = v 0 z$ where $z \in \{0,1\}^*$. This leads to the recursion

$$\phi_{v_1 \ldots v_{n-1}}(x,t) = t^{n-1} + tx^{(v_1 \ldots v_{n-1} = u)} \phi_{v_2 \ldots v_{n-1}}(x,t) + tx^{(v_1 \ldots v_{n-1} = u)} \phi_{v_2 \ldots v_{n-1} 1}(x,t),$$

(4)

where for any statement $A$, $\chi(A) = 0$ if $A$ is false and $\chi(A) = 1$ if $A$ is true. Putting together all the equations of the form (4), we can obtain a matrix equation $A_u[\phi] = [-t^{n-1}]$ where $[\phi]$ is a column vector of height $2^n - 1$ whose entries are the $\phi_v(x,z)$’s for $v \in \{0,1\}^{n-1}$ and $[-t^{n-1}]$ is a column vector of height $2^n - 1$ whose entries are equal to $-t^{n-1}$. $A_u$ is then a $2^n - 1 \times 2^n - 1$ matrix which will depend on $u$. One can prove that $A_u$ is always invertible so that $[\phi] = A_u^{-1}[-t^{n-1}]$. If one can find an explicit expression for $A_u^{-1}$, then one can find explicit expressions for all the $\phi_v(x, t)$’s with $v \in \{0,1\}^{n-1}$. Then our desired generating function is

$$\sum_{w \in \{0,1\}^*} x^{E_u\text{-mch}(w)} t^{|w|} = 1 + \sum_{i=1}^{n-2} \frac{1}{(1-t)^i} + \sum_{v \in \{0,1\}^{n-1}} \phi_v(x, t).$$

(5)
Here the term $1 + \sum_{i=1}^{n-2} \frac{1}{(i-1)!} n!$ accounts for all words $w$ whose lengths are less than or equal to $n - 2$. One can easily modify the method to keep track of the number of 1’s in a word as well. See Goulden and Jackson [7] or Heubach and Mansour [8] for more details. Similar methods can be used to compute $B_{u,2}(t, x, z_0, z_1)$ and $C_{u,2}(t, x, z_0, z_1)$.

The above method is easy to apply when the $u$ is short so that the matrix $A_u$ is not too big, however, it can be very difficult to apply when $u$ becomes too long. For example, if $u = 0^41010^21010^5$, then $u$ has length 17 so that the above method would require one to invert a $2^{16} \times 2^{16}$ matrix and simplify a sum with $15 + 2^{16}$ terms. However, the methods that we shall develop in this paper will allow us to easily compute $A_{u,2}(t, x, z_0, z_1)$ when $u = 0^41010^21010^5$.

Duane and Remmel [5] developed a different method for computing the generating functions for the number of $u$-matches and exact $u$-matches over words $w$ in either $[k]^*$ or $N^*$ for words $u$ that have either the minimal overlapping or non-overlapping property. That is, suppose $k \geq 2$, and $u \in [k]^3$.

1. We say that $u$ has the $k$-minimal overlapping property (N-minimal overlapping property) if $\text{red}(u) = u$ and the smallest $i$ such that there exists a $w \in [k]^i$ ($w \in N^i$) with $u$-mch($w$) = 2 is $2j - 1$. This means that in a word $w$, two $u$-matches in $w$ can share at most one letter which must occur at the end of the first $u$-match and at the start of the second $u$-match.

2. We say that $u$ has the $k$-non-overlapping property if $\text{red}(u) = u$ and the smallest $i$ such that there exists a $w \in [k]^i$ with $u$-mch($w$) = 2 is $2j$. This means that in a word $w$, no two $u$-matches in $w$ can share a letter.

3. We say that $u$ has the $k$-exact match minimal overlapping property (N-exact match minimal overlapping property) if the smallest $i$ such that there exists a $w \in [k]^i$ ($w \in N^i$) with $E$-mch($w$) = 2 is $2j - 1$. This means that in a word $w \in \{0, 1, \ldots, k-1\}^*$, two exact $u$-matches in $w$ can share at most one letter which must occur at the end of the first exact $u$-match and at the start of the second exact $u$-match.

4. We say that $u$ has the $k$-exact match non-overlapping property (N-exact match non-overlapping property) if the smallest $i$ such that there exists a $w \in [k]^i$ ($w \in N^i$) with $u$-mch($w$) = 2 is $2j$. This means that in a word $w$, no two exact $u$-matches in $w$ can share a letter.

For example, it is easy to see that $u = 010$ has the $k$-minimal overlapping property, the $N$-minimal overlapping property, the $k$-exact match minimal overlapping property, and the $N$-exact match minimal overlapping property for all $k \geq 2$. Now $u = 0011$ has the 2-non-overlapping property but does not have the $k$-non-overlapping property or the $k$-minimal overlapping property for $k \geq 3$ since $u$-mch(001122) = 2. We note that there is an obvious definition of the $N$-non-overlapping property, but there are no such words with the property. That is, if $u = u_1 \ldots u_j$ where $u_1 = u_j$, then clearly there are consecutive matches of $u$ which overlap. If $u_1 < u_j$ and $a = u_1 - u_j$, then $u_1 \ldots u_j(a + a) \ldots u_j + a$ has $u$-matches which overlap while if $u_1 > u_j$ and $b = u_1 - u_j$, then $(b + u_1) \ldots (b + u_j)u_2 \ldots u_j$ has $u$-matches which overlap.

Duane and Remmel [5] found the generating functions for the distribution of $u$-matches over $[k]^*$ where $u$ has either the $k$-minimal overlapping property or the $k$-non-overlapping property and the distribution of exact $u$-matches over $[k]^*$ where $u$ has either the $k$-exact match-minimal overlapping property or the $k$-exact match non-overlapping property in terms of the number of maximum packings. That is, suppose that $\text{red}(u) = u$ and $u$ has the $k$-minimal overlapping property. Then the shortest
words \( w \in [k]^* \) such that \( u\text{-mch}(w) = n \) have length \( j + (n - 1)(j - 1) = n(j - 1) + 1 \) so we let \( \mathcal{MP}^k_{u,n(j-1)+1} \) denote the set of words \( w \in [k]^{n(j-1)+1} \) such that \( u\text{-mch}(w) = n \). We will refer to elements of \( \mathcal{MP}^k_{u,n(j-1)+1} \) as maximum packings for \( u \), and we define

\[
mp^k_{u,n(j-1)+1} = |\mathcal{MP}^k_{u,n(j-1)+1}|, \\
mp^k_{u,n(j-1)+1}(z) = \sum_{w \in \mathcal{MP}^k_{u,n(j-1)+1}} z^w, \text{ and} \\
mp^k_{u,n(j-1)+1}(z_0, \ldots, z_{k-1}) = \sum_{w \in \mathcal{MP}^k_{u,n(j-1)+1}} z(w).
\]

Similarly if \( \text{red}(u) = u \) and \( u \) has the \( \mathbb{N} \)-minimal overlapping property, then the shortest words \( w \in \mathbb{N}^* \) such that \( u\text{-mch}(w) = n \) have length \( n(j - 1) + 1 \) so we let \( \mathcal{MP}^N_{u,n(j-1)+1} \) denote the set of words \( w \in \mathbb{N}^{n(j-1)+1} \) such that \( u\text{-mch}(w) = n \). In this case, \( \mathcal{MP}^N_{u,n(j-1)+1} \) is an infinite set of words. We will refer to elements of \( \mathcal{MP}^N_{u,n(j-1)+1} \) as maximum packings for \( u \), and we define

\[
mp^N_{u,n(j-1)+1}(z) = \sum_{w \in \mathcal{MP}^N_{u,n(j-1)+1}} z^w, \text{ and} \\
mp^N_{u,n(j-1)+1}(z_0, z_1, \ldots) = \sum_{w \in \mathcal{MP}^N_{u,n(j-1)+1}} z(w).
\]

If \( u \) has the \( k \)-exact match minimal overlapping property, then the shortest words \( w \in [k]^* \) such that \( E-u\text{-mch}(w) = n \) have length \( n(j - 1) + 1 \) so we let \( \mathcal{EMP}^k_{u,n(j-1)+1} \) denote the set of words \( w \in [k]^{n(j-1)+1} \) such that \( E-u\text{-mch}(w) = n \). We will refer to elements of \( \mathcal{EMP}^k_{u,n(j-1)+1} \) as exact match maximum packings for \( u \), and we define

\[
emp^k_{u,n(j-1)+1} = |\mathcal{EMP}^k_{u,n(j-1)+1}|, \\
emp^k_{u,n(j-1)+1}(z) = \sum_{w \in \mathcal{EMP}^k_{u,n(j-1)+1}} z^w, \text{ and} \\
emp^k_{u,n(j-1)+1}(z_0, \ldots, z_{k-1}) = \sum_{w \in \mathcal{EMP}^k_{u,n(j-1)+1}} z(w).
\]

If \( u \) has the \( \mathbb{N} \)-exact match minimal overlapping property and \( u \in [k]^* \), then we define

\[
\mathcal{EMP}^N_{u,n(j-1)+1} = \mathcal{EMP}^k_{u,n(j-1)+1}, \\
emp^N_{u,n(j-1)+1} = \emp^k_{u,n(j-1)+1}, \\
emp^N_{u,n(j-1)+1}(z) = \emp^k_{u,n(j-1)+1}(z), \text{ and} \\
emp^N_{u,n(j-1)+1}(z_0, z_1, \ldots) = \emp^k_{u,n(j-1)+1}(z_0, \ldots, z_{k-1}).
\]
For example, suppose that \( u = 010 \) and \( k \geq 2 \). Then the only word \( w \in [k]^{2n+1} \) such that \( E\text{-}u\text{-}mch(u) = n \) is \( w = 0(10)^n \) so that for all \( k \geq 2 \) and \( n \geq 1 \),

\[
\mathcal{EMP}_{010,2n+1}^{N} = \mathcal{EMP}_{010,2n+1}^{k} = \{0(10)^n\},
\]

\[
\text{emp}_{010,2n+1}^{N} = \text{emp}_{010,2n+1}^{k} = 1,
\]

\[
\text{emp}_{010,2n+1}^{N}(z) = \text{emp}_{010,2n+1}^{k}(z) = z^n, \text{ and}
\]

\[
\text{emp}_{010,n(j-1)+1}^{N}(z_0, \ldots, z_{k-1}) = \text{emp}_{010,n(j-1)+1}^{k}(z_0, z_1, \ldots) = z_0^{n+1} z_1^n.
\]

However, if we are just considering \( u \)-matches instead of exact \( u \)-matches in \([k]^{2n+1}\), then the only words \( w \in [k]^{2n+1} \) such that \( u\text{-}mch(w) = n \) are of the form \( si_1 si_2 \ldots si_n s \) where \( s \in [k-1] \) and \( i_1, \ldots, i_n \in \{s + 1, \ldots, k - 1\} \). Thus,

\[
mp_{010,2n+1}^{k} = \sum_{s=0}^{k-2} (k-1-s)^n = \sum_{i=1}^{k-1} i^n,
\]

\[
mp_{010,2n+1}^{k}(z) = \sum_{s=0}^{k-2} z^{(n+1)s} (z^{s+1} [k-1-s] z)^n = \sum_{i=1}^{k-1} z_n^{2n(k-i)-n-1} [i]_z^n, \text{ and}
\]

\[
mp_{010,2n+1}^{k}(z_0, \ldots, z_{k-1}) = \sum_{s=0}^{k-2} z_n^{n+1} \left( \sum_{i=s+1}^{k-1} z_i \right)^n,
\]

where \([t]_q = 1 + q + q^2 + \cdots + q^{t-1} \). By expanding our alphabet, we also get,

\[
mp_{010,2n+1}^{N}(z_0, z_1, \ldots) = \sum_{s=0}^{\infty} z_n^{n+1} \left( \sum_{i=s+1}^{\infty} z_i \right)^n.
\]

Note that if \( u = u_1 \ldots u_j \) has the \( k \)-non-overlapping property, the \( k \)-exact match non-overlapping property, or the \( N \)-exact match non-overlapping property, then the only maximum packings of \( u \) are of length \( j \).

Finally, Duane and Remmel [5] proved the following facts for \( u = u_1 \ldots u_j \) where \( j \geq 3 \).

(I) If \( \text{red}(u) = u \) and \( u \) has the \( k \)-minimal overlapping property, then

\[
\sum_{n \geq 0} \sum_{w \in [k]^n} x^{u\text{-}mch(w)} z(w) = \frac{1}{1 - ((z_0 + \cdots + z_{k-1}) + \sum_{n \geq 1} t n^{j-1} + (x-1)^n \text{mp}_{u,n(j-1)+1}(z_0, \ldots, z_{k-1}))}.
\]

(6)

(II) If \( u \) has the \( k \)-exact match minimal overlapping property, then

\[
\sum_{n \geq 0} \sum_{w \in [k]^n} x^{E\text{-}u\text{-}mch(w)} z(w) = \frac{1}{1 - ((z_0 + \cdots + z_{k-1}) + \sum_{n \geq 1} t n^{j-1} + (x-1)^n \text{mp}_{u,n(j-1)+1}(z_0, \ldots, z_{k-1}))}.
\]

(7)
(III) If \( \text{red}(u) = u \) and \( u \) has the \( k \)-non-overlapping property, then
\[
\sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{u\text{-mch}(w)} z(w) = \frac{1}{1 - ((z_0 + \cdots + z_{k-1})t + (x - 1)mp_{u,j}^k(z_0, \ldots, z_{k-1})t^j)}. \tag{8}
\]

(IV) If \( u \) has the \( k \)-exact match non-overlapping property, then
\[
\sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{\text{E-u-mch}(w)} z(w) = \frac{1}{1 - ((z_0 + \cdots + z_{k-1})t + (x - 1)mp_{u,j}^k(z_0, \ldots, z_{k-1})t^j)}. \tag{9}
\]

(V) If \( \text{red}(u) = u \) and \( u \) has the \( \mathbb{N} \)-minimal overlapping property, then
\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{u\text{-mch}(w)} z(w) = \frac{1}{1 - ((\sum_{i \geq 0} z_i)t + \sum_{n \geq 1} t^{n(j-1)+1}(x - 1)^nmp_{u,n(j-1)+1}^\mathbb{N}(z_0, z_1, \ldots))}. \tag{10}
\]

(VI) If \( u \) has the \( \mathbb{N} \)-exact match minimal overlapping property, then
\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{\text{E-u-mch}(w)} z(w) = \frac{1}{1 - ((\sum_{i \geq 0} z_i)t + \sum_{n \geq 1} t^{n(j-1)+1}(x - 1)^nmp_{u,n(j-1)+1}^\mathbb{N}(z_0, z_1, \ldots))}. \tag{11}
\]

(VII) If \( u \) has the \( \mathbb{N} \)-exact match non-overlapping property, then
\[
\sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{\text{E-u-mch}(w)} z(w) = \frac{1}{1 - ((\sum_{i \geq 0} z_i)t + (x - 1)mp_{u,j}^\mathbb{N}(z_0, z_1, \ldots) t^j)}. \tag{12}
\]

The main goal of this paper is to use methods similar to Duane and Remmel to give generating functions for the number of exact \( u \)-matches where \( u \in \{0, 1\}^j \) for \( j \geq 3 \) over all words \( w \in \{0, 1\}^s \) for certain classes of words \( u \) which do not have the 2-minimal overlapping property or the 2-non-overlapping property.

Our method will consist of two steps. First we shall prove a theorem which is analogous to (VI) above for end-point embeddings. That is, we say that \( u \) has the end point embedding minimal overlapping property if the smallest \( i \) such that there exists a \( w \in \mathbb{N}^i \) such that \( ep\text{-mch}(w) = 2j - 1 \). This means that in a word \( w \in \mathbb{N}^s \), two end point embeddings of \( u \) in \( w \) can share at most one letter which must occur at the end of the first end point embedding of \( u \) and at the start of the second end point embedding of \( u \). For example, if \( u = u_1 \ldots u_j \) where \( j \geq 3 \) and \( \min(u_1, u_j) > \max(u_2, \ldots, u_{j-1}) \),
then \( u \) will have the end point embedding minimal overlapping property. If \( u \) has the end point embedding minimal overlapping property, then the shortest words \( w \in \mathbb{N}^* \) such that ep-\( u \)-mch\((w) = n \) have length \( n(j-1) + 1 \) so we let \( \mathcal{EPM}_{u,n(j-1)+1}^\mathbb{N} \) denote the set of words \( w \in \mathbb{N}^{n(j-1)+1} \) such that ep-\( u \)-mch\((w) = n \). We will refer to elements of \( \mathcal{EPM}_{u,n(j-1)+1}^\mathbb{N} \) as end point embedding maximum packings for \( u \), and we define

\[
\text{epmp}_{u,n(j-1)+1}(z) = \sum_{w \in \mathcal{EPM}_{u,n(j-1)+1}^\mathbb{N}} z^{\sum w}, \quad \text{and}
\]

\[
\text{epmp}_{u,n(j-1)+1}(z_0, z_1, \ldots) = \sum_{w \in \mathcal{EPM}_{u,n(j-1)+1}^\mathbb{N}} z(w).
\]

For example, suppose that \( u = 5324 \). Then the only words \( w \in \mathbb{N}^{3n+1} \) such that ep-\( u \)-mch\((w) = n \) are of the form \( w = w_132w_32 \ldots w_{3(n-1)+1}32w_{3n+1} \) where \( w_1 \geq 5 \), \( w_{3n+1} \geq 4 \), and \( w_{3k+1} \geq \max(4, 5) \) for \( k = 1, \ldots, n-1 \). Thus,

\[
\text{epmp}_{\mathcal{EPM}_{5324,3n+1}}(z) = \frac{z^5}{1-z} \frac{z^4}{1-z} \left( \frac{z^{\max(4,5)}}{1-z} \right)^{n-1} (z^2z^3)^n, \quad \text{and}
\]

\[
\text{epmp}_{\mathcal{EPM}_{5324,3n+1}}(z_0, z_1, \ldots) = \left( \sum_{i \geq 5} z_i \right) \left( \sum_{i \geq 4} z_i \right) \left( \sum_{i \geq \max(4,5)} z_i \right) (z_2z_3)^n.
\]

We note that in general, if \( u = u_1 \ldots u_j \in \mathbb{N}^* \) with \( j \geq 3 \) and \( \min(u_1, u_j) \geq \max(u_2, \ldots, u_{j-1}) \), then

\[
\text{epmp}_{u,n(j-1)+1}(z) = \frac{z^{u_1}}{1-z} \frac{z^{u_j}}{1-z} \left( \frac{z^{\max(u_1, u_j)}}{1-z} \right)^{n-1} (z^{u_2 \ldots u_{j-1}})^n
\]

\[
= \frac{z^{u_1+u_j-\max(u_1, u_j)}}{1-z} \left( \frac{z^{\max(u_1, u_j)+\sum_{i=2}^{j-1} u_i}}{1-z} \right)^n.
\]

(13)

As in Duane and Remmel [5], we can extend our notions to sets of words \( \Upsilon \subseteq \mathbb{N}^j \). That is, we say that \( w = w_1 \ldots w_n \) has an end point embedding of \( \Upsilon \) starting at position \( i \) if there exists a \( u = u_1 \ldots u_j \in \Upsilon \) such that \( u_1 \geq 1 \), \( u_{i+j-1} \geq u_j \) and \( u_{i+r} = u_{r+1} \) for \( r = 1, \ldots, j-2 \). We let ep-\( \Upsilon \)-mch\((w) \) denote the number of end point embeddings of \( \Upsilon \) in \( w \). We say that \( \Upsilon \) has the end point embedding minimal overlapping property if the smallest \( i \) such that there exists a \( w \in \mathbb{N}^* \) such that ep-\( u \)-mch\((w) = 2 \) is \( 2j-1 \). This means that in a word \( w \in \mathbb{N}^* \), two end point embeddings of \( \Upsilon \) in \( w \) can share at most one letter which must occur at the end of the first end point embedding of \( u \) and at the start of the second end point embedding of \( u \). For example, if \( u = u_1 \ldots u_j \) and \( v = v_1 \ldots v_j \) where \( j \geq 3 \) and \( \min(u_1, u_j, v_1, v_j) > \max(u_2, \ldots, u_{j-1}, v_2, \ldots, v_{j-1}) \), then \( \Upsilon = \{u, v\} \) will have the end point embedding minimal overlapping property. If \( \Upsilon \) has the end point embedding minimal overlapping property, then the shortest words \( w \in \mathbb{N}^* \) such that ep-\( \Upsilon \)-mch\((w) = n \) have length \( n(j-1) + 1 \) so we let \( \mathcal{EPM}_{\Upsilon,n(j-1)+1}^\mathbb{N} \) denote the set of words \( w \in \mathbb{N}^{n(j-1)+1} \) such that
$e^p\text{-mch}(w) = n$. We will refer to elements of $EPM\mathcal{P}_{T, n(j-1)+1}^k$ as end point embedding maximum packings for $T$. We let

$$e^pmp_{T, n(j-1)+1}(z) = \sum_{w \in EPM\mathcal{P}_{T, n(j-1)+1}} z\sum_{w}, \text{ and}$$

$$e^pmp_{T, n(j-1)+1}(z_0, z_1, \ldots) = \sum_{w \in EPM\mathcal{P}_{T, n(j-1)+1}} z(w).$$

We will show that one can modify the proof of (VII) to prove the following.

**Theorem 1.1** If $T \subseteq \mathbb{N}^j$ has the end point embedding minimal overlapping property, then

$$\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{e^p\text{-mch}(w)} z(w) = \frac{1}{1 - (\sum_{i \geq 0} z_i) t + \sum_{n \geq 1} t^{n(j-1)+1}(x-1)^n e^pmp_{T, n(j-1)+1}(z_0, z_1, \ldots)).$$  \hspace{1cm} (14)

and

$$\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{e^p\text{-mch}(w)} z\sum_{w} = \frac{1}{1 - (\frac{1}{1-z} t + \sum_{n \geq 1} t^{n(j-1)+1}(x-1)^n e^pmp_{T, n(j-1)+1}(z))}. \hspace{1cm} (15)$$

The second step of our method uses a bijection $\Theta: \mathbb{N}^+ \rightarrow \{0, 1\}^*$ where $\mathbb{N}^+=\mathbb{N}^*-\{\epsilon\}$ which will allow us to use the generating functions of Theorem 1.1 to obtain new generating functions of the form $A_u,2(t, x, z_0, z_1)$ for certain functions of $w$. The bijection $\Theta$ is defined as follows. If $n \in \mathbb{N}^+$ is a single letter, we define $\Theta(0) = \epsilon$ and $\Theta(n) = 0^n$, for $n \geq 1$. If $w = w_1w_2 \ldots w_n \in \mathbb{N}^+$ where $n \geq 2$, then we let $\Theta(w_1w_2 \ldots w_n) = 0^{w_0}10^{w_2}1 \ldots 0^{w_{n-1}}10^{w_n}$. For example, if $w = 52301$, then $\Theta(w) = 0^510^210^3110$. Since every word $u \in \{0, 1\}^*$ can be written uniquely in the form $0^{w_0}10^{w_2}1 \ldots 0^{w_{n-1}}10^{w_n}$ where $w_i \geq 0$, it is easy to see that $\Theta^{-1}$ is well defined. Now suppose that we consider words of the form $\Theta(u_1 \ldots u_j) = 0^{u_1}10^{u_2}1 \ldots 0^{u_{j-1}}10^{u_j}$ where $j \geq 3$ and $u_1, u_j > \max(u_2, \ldots, u_{j-1})$. We claim that if $w$ is a word in $\mathbb{N}^+$, then every end point embedding of $u_1 \ldots u_j$ in $w$ gives rise to an exact matching of $\Theta(u_1 \ldots u_j)$ in $\Theta(w)$. That is, if $w_1 \ldots w_{i+j-1}$ is an end point embedding in $w$, then in $\Theta(w)$, we have a subsequence $0^{u_1}10^{u_2}1 \ldots 0^{u_{j-1}}10^{u_j}$ where $w_1 \geq u_1, w_{i+j-1} \geq u_j$ and, hence, this sequence will contain a unique exact match of $\Theta(u_1 \ldots u_j)$. Vice versa, suppose that we have an exact match of $\Theta(u_1 \ldots u_j)$ in $\Theta(w)$. Then there must exist $s, t \geq 0$ such that there is a factor $v = 0^s0^{u_1}10^{u_2}1 \ldots 0^{u_{j-1}}10^t$ of $\Theta(w)$ where either $v$ is a prefix of $\Theta(w)$ or $v$ is preceded by a 1 in $\Theta(w)$ and either $v$ is a suffix of $\Theta(w)$ or $v$ is followed by a 1 in $\Theta(w)$ which means that $w$ contains a factor $(s + u_1)u_2 \ldots u_{j-1}(u_j + t)$ which is an end point embedding of $u$ in $w$.

We can then use $\Theta$ and Theorem 1.1 to prove the following theorem.
Theorem 1.2 Suppose that \( u = u_1 \ldots u_j \in \mathbb{N}^* \) and \( \pi = \max(u_1, u_j)u_2 \ldots u_{j-1} \) where \( j \geq 3 \) and \( \min(u_1, u_j) > \max(u_2, \ldots, u_{j-1}) \). Let \( \Theta(u) = 0^{u_1}10^{u_2}1 \ldots 0^{u_{j-1}}10^{u_j} \), \( a = \sum \pi \), and \( b = \sum u \). Then

\[
\sum_{v \in \{0,1\}^*} x^{E-\Theta(u_1 \ldots u_j)} \cdot mch(v) \cdot n_1(v) \cdot t^{|v|} = \frac{(1-t)(1-t-(tz)^{j-1}(x-1)t^a)}{tz((1-t-tz)(1-t-(tz)^{j-1}(x-1)t^a)-(tz)^{j(x-1)t^b}) - \frac{1}{t^z}} = \frac{1-t-z^{j-1}(x-1)(t^a+j-1-t^{b+j-1})}{(1-t-tz)(1-t-z^{j-1}(x-1)t^a+j-1)-z^j(x-1)t^{b+j}}. \tag{16}
\]

Setting \( x = 0 \) and \( z = 1 \), we obtain the following generating functions for the number of words \( w \) which have no \( \Theta(u_1 \ldots u_j) \)-matches.

Corollary 1.3 Suppose that \( u = u_1 \ldots u_j \in \mathbb{N}^* \) and \( \overline{\pi} = \max(u_1, u_j)u_2 \ldots u_{j-1} \) where \( j \geq 3 \) and \( \min(u_1, u_j) > \max(u_2, \ldots, u_{j-1}) \). Let \( \Theta(u) = 0^{u_1}10^{u_2}1 \ldots 0^{u_{j-1}}10^{u_j} \), \( a = \sum \overline{\pi} \), and \( b = \sum u \). Then

\[
\sum_{v \in \{0,1\}^*} t^{|v|} = \frac{1-t+t^{a+j-1}-t^{b+j-1}}{(1-2t)(1-t+t^{a+j-1})+t^{b+j}}. \tag{17}
\]

For example, suppose that \( u = 312 \). Then \( \Theta(u) = 0^31010^2 \) which certainly does not have the 2-minimal overlapping property nor the 2-non-overlapping property. In this example, \( \overline{\pi} = 31 \), so that \( \sum u = 6 \) and \( \sum \overline{\pi} = 4 \). This yields

\[
\sum_{v \in \{0,1\}^*} x^{E-0^31010^2} \cdot mch(v) \cdot n_1(v) \cdot t^{|v|} = \frac{1-z^2(x-1)t^b(1+t)}{1-t(z+1)-z^2(x-1)t^b+z^3(x-1)t^c(1+t)} \tag{18}
\]

Setting \( z = 1 \) and \( x = 0 \) in (18) then gives the generating function for words in \( \{0,1\}^* \) that have no exact \( 0^31010^2 \)-matches, that is,

\[
\sum_{v \in \{0,1\}^*} t^{|v|} = \frac{1+t^b+t^c}{1-2t+t^b-t^c-t^b}. \tag{19}
\]

One can use (19) to compute the initial sequence of the number of words \( w \in \{0,1\}^n \) which have no \( 0^31010^2 \)-matches, which is

\[
1, 2, 4, 8, 16, 32, 64, 128, 255, 508, 1012, 2016, 4016, \ldots.
\]

This sequence does not appear in the On-Line Encyclopedia of Integer Sequences.

The outline of this paper is as follows. In section 2, we shall to derive Theorem 1.2 from Theorem 1.1. In addition, we shall show how Theorem 1.1 can be used to compute a variety of other generating functions of the form \( A_{u,2}(t, x, z_0, z_1) \) where \( u \) has neither the the 2-minimal overlapping property or the 2-non-overlapping property. In section 3, we shall give our proof of Theorem 1.1. Finally, in section 4, we shall briefly discuss the problem of extending our results to find generating functions of the form \( A_{u,k}(t, x, z_0, \ldots, z_{k-1}) \) where \( k \geq 3 \) and \( u \) has neither the the \( k \)-minimal overlapping property nor the \( k \)-non-overlapping property.
2 The proof of Theorem 1.2

In this section, we shall give several examples of how one can use Theorem 1.1 plus the bijection \( \Theta \) to compute generating functions of the form \( A_{n,2}(t, x, z_0, z_1) \). In particular, we will prove Theorem 1.2.

Suppose that \( u = u_1 \cdots u_j \) where \( j \geq 3 \) and \( \min(u_1, u_j) > \max(u_2, \ldots, u_{j-1}) \). We then define

\[
\bar{u} = \max(u_1, u_j)u_2 \cdots u_{j-1} \text{ and } \hat{u} = u_2 + \cdots + u_{j-1}.
\]

Note that \( \sum u - \sum \bar{u} = u_1 + u_j - \max(u_1, u_j) \). Then we know that \( u \) has the end point embedding minimal overlapping property and for \( n \geq 1 \),

\[
t^n(j-1)+1(x-1)^n e_{\bar{u}m \bar{u}} p_n(u, n(j-1)+1) = t^n(j-1)+1(x-1)^n \frac{u_1 + u_j - \max(u_1, u_j)}{(1-z)^n} \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n}.
\]

Thus by (15), we have that

\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{e_{\bar{u}m \bar{u}} \cdot \chi w} \frac{1}{z^{\sum w}} = \frac{1}{1 - \left( 1 + \sum_{n \geq 1} t^{u_1 + u_j - \max(u_1, u_j)} \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n} \right)}
\]

\[
= \frac{1}{1 - \frac{t}{1-z} \left( 1 + z^{u_1 + u_j - \max(u_1, u_j)} \sum_{n \geq 1} \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n} \right)}
\]

\[
= \frac{1}{1 - \frac{t}{1-z} \left( 1 + z^{u_1 + u_j - \max(u_1, u_j)} \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n} \right) \frac{1}{1 - \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n}}}
\]

\[
= \frac{1}{1 - \frac{t}{1-z} \left( 1 + \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n} \right) \frac{1}{1 - \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n}}}
\]

\[
= \frac{1}{1 - \frac{t}{1-z} \left( 1 + \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n} \right) \frac{1}{1 - \frac{z^{\max(u_1, u_j) + \hat{u}}}{(1-z)^n}}}
\]

Hence, we have the following corollary of Theorem 1.1.

**Corollary 2.1** Suppose that \( u = u_1 \cdots u_j \) and \( \bar{u} = \max(u_1, u_j)u_2 \cdots u_{j-1} \) where \( j \geq 3 \) and \( \min(u_1, u_j) > \max(u_2, \ldots, u_{j-1}) \). Then

\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{e_{\bar{u}m \bar{u}} \cdot \chi w} \frac{1}{z^{\sum w}} = \frac{(1-z)(1-z - t^{j-1}(x-1)z^{\sum \bar{u}})}{(1-z-t)(1-z-t^{j-1}(x-1)z^{\sum \bar{u}}) - t^j(x-1)z^{\sum \bar{u}}}. \quad (20)
\]
Note that if $|w| \geq 2$ and $\Theta(w) = v$, then $v$ will contain $|w| - 1$'s so that $|v| = |w| - 1 + \sum w$. It follows that

$$\sum_{n \geq 2} (zt)^n \sum_{w \in \mathbb{N}^n} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w = \sum_{v \in \{0,1\}^*, \mu(v) \geq 1} x_{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w + 1,$$

(21)

Now,

$$\sum_{n \leq 1} (zt)^n \sum_{w \in \mathbb{N}^n} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w = 1 + \frac{zt}{1 - z},$$

so that

$$\sum_{v \in \{0,1\}^*, \mu(v) \geq 1} x_{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w = \frac{1}{zt} \left( \sum_{n \geq 0} (zt)^n \sum_{w \in \mathbb{N}^n} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w - \left( 1 + \frac{zt}{1 - z} \right) \right).$$

(22)

Finally the words with no 1's in $\{0,1\}^*$ contribute $\frac{1}{zt}$ to $\sum_{v \in \{0,1\}^*} x_{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w$. Thus $\Theta$ shows that

$$\sum_{v \in \{0,1\}^*} x_{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w$$

$$= \frac{1}{1 - z} + \frac{1}{zt} \left( \sum_{n \geq 0} (zt)^n \sum_{w \in \mathbb{N}^n} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w - \left( 1 + \frac{zt}{1 - z} \right) \right)$$

$$= \frac{1}{zt} \left( \sum_{n \geq 0} (zt)^n \sum_{w \in \mathbb{N}^n} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w \right) - \frac{1}{zt}$$

(23)

Combining (20) and (23), we have the following theorem.

**Theorem 2.2** Suppose that $u = u_1 \ldots u_j \in \mathbb{N}^*$ and $\overline{u} = \max(u_1, u_j)u_2 \ldots u_{j-1}$ where $j \geq 3$ and $\min(u_1, u_j) > \max(u_2, \ldots, u_{j-1})$. Let $\Theta(u) = 0^{u_1}10^{u_2}1 \ldots 0^{u_{j-1}}10^u$, $a = \sum \overline{u}$, and $b = \sum u$. Then

$$\sum_{v \in \{0,1\}^*} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w$$

$$= \frac{(1 - z)(1 - z - (zt)j^{-1}(x - 1)z^a)}{zt((1 - z - zt)(1 - z - (zt)j^{-1}(x - 1)z^a) - \frac{1}{zt} \sum_{n \geq 0} (zt)^n \sum_{w \in \mathbb{N}^n} x_{E\Theta(u_1 \ldots u_j)\text{mch}(v)\mu}^{E \Theta(u_1 \ldots u_j)\text{mch}(v)\mu} \sum w - \left( 1 + \frac{zt}{1 - z} \right) \right)}$$

$$= \frac{1 - z - t^{-1}(x - 1)(z^{a+j-1} - z^{b+j-1})}{(1 - z - zt)(1 - z - t^{-1}(x - 1)z^{a+j-1}) - t}(1 - z - t^{-1}(x - 1)z^{a+j-1}) - t(x - 1)z^{b+j}.$$

(24)
Interchanging the role of \( t \) and \( z \) in (24) yields Theorem 1.2. Note finally that

\[
\sum_{v \in \{0,1\}^*} x^{E - \Theta(u_1 \ldots u_j) - \text{mch}(v)} \left( \frac{z_1}{z_0} \right)^{n_1(v)} (t z_0)^{|v|} = \sum_{v \in \{0,1\}^*} x^{E - \Theta(u_1 \ldots u_j) - \text{mch}(v)} \left( \frac{z_1}{z_0} \right)^{n_1(v) - n_2(v)} t^{|v|} \\
= \sum_{v \in \{0,1\}^*} x^{E - \Theta(u_1 \ldots u_j) - \text{mch}(v)} \left( \frac{z_1}{z_0} \right)^{n_0(v)} t^{|v|} \\
= A_{\Theta(u_1 \ldots u_j), 2}(t, x, z_0, z_1).
\]

Thus we can easily obtain a closed expression for \( A_{\Theta(u_1 \ldots u_j), 2}(t, x, z_0, z_1) \) from Theorem 1.2.

For example, suppose that \( u = 41215 \) so that \( v = \Theta(u) = 0^{1010^{10} 1010^5} \). Thus \( v \) has length 17 so that the standard method described in the introduction would require us to invert \( 2^{16} \times 2^{16} \) matrix \( A_v \) and simplify a sum with \( 15 + 2^{16} \) terms. However in our case, we can apply Theorem 1.2 and Corollary 1.3 to prove that

\[
\sum_{w \in \{0,1\}^*} x^{E - \nu - \text{mch}(w)} z^{n_1(w)} t^{|w|} = \frac{1 - t - z^4(x - 1)(t^{13} - t^{17})}{(1 - t - t^2)(1 - t - z^4(x - 1)t^{13} - z^5(x - 1)t^{18})} \quad \text{and,}
\]

\[
\sum_{w \in \{0,1\}^* \text{ such that } E - \nu - \text{mch}(w) = 0} t^{|w|} = \frac{1 - t + t^{13} - t^{17}}{(1 - 2t)(1 - t - t^{13}) + t^{18}}.
\]

Next we give some further applications of Theorem 1.1 to enumerating the number of exact matches for subsets of words \( \Upsilon \subseteq \{0,1\}^* \). That is, suppose that

\[
\Upsilon = \{ u_1 u_2 \ldots u_{j-1} u_j : i = 1, \ldots, k \},
\]

where \( u_i, u_j > \max\{ u_{s,i} : s = 2, \ldots, j - 1, i = 1, \ldots, k \} \). An example of such a set would be \( \{3004, 3014, 3104, 3114, 3124 \} \). For \( i = 1, \ldots, k \), we let

\[
a_i = u_{2,i} + \cdots + u_{j-1,i}, \\
b_i = \max(u_1, u_j) + u_{2,i} + \cdots + u_{j-1,i}, \quad \text{and} \\
c_i = u_1 + u_j + u_{2,i} + \cdots + u_{j-1,i}.
\]

In this situation, we see that \( v = v_1 \ldots v_{n(j-1)+1} \) will be an end point maximal packing for \( \Upsilon \) if

1. \( v_1 \geq u_1 \) and \( v_{n(j-1)+1} \geq u_j \),
2. \( v_{i(j-1)+1} \geq \max(u_1, u_j) \) for \( i = 1, \ldots, n - 1 \), and
3. \( v_{i(j-1)+2}, \ldots, v_{i(j-1)+j-1} = u_{2,s} \ldots u_{j-1,s} \) for some \( 1 \leq s \leq k \).

It follows that

\[
\text{empr}_{\Upsilon, n(j-1)+1}(z) = \frac{z^{u_1} z^{u_j}}{1 - z} \left( \frac{z^{\max(u_1, u_j)}}{1 - z} \right)^{n-1} \left( \sum_{i=1}^{k} \frac{z^{a_i}}{1 - z} \right)^n \\
= \frac{z^{u_1+u_j-\max(u_1, u_j)}}{1 - z} \left( \frac{\sum_{i=1}^{k} \frac{z^{b_i}}{1 - z}}{1 - z} \right)^n.
\]
Thus, by (15), we have that

$$\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{\phi_{\Theta}(w)} z^w \sum w = 1 - \frac{1}{1 - t} - \sum_{n \geq 1} \frac{(1-z)^n}{(1-z)^n - (1-z)(1-z-t)(1-z-t^{j-1}(x-1)\sum_{i=1}^k z_{b_i})} - \frac{1}{zt}.$$ 

Using the same reasoning that we applied to get Equation (23), it follows that

$$\sum_{v \in \{0,1\}^*} x^{E\Theta(\mathcal{Y})-\text{mch}(v)} z^{|v|} = \frac{1}{zt} \left( \sum_{n \geq 0} (zt)^n \sum_{w \in \mathbb{N}^n} x^{\phi_{\Theta}(w)} z^w \sum w \right) + \frac{1}{zt}.$$

It follows that if $\Theta(\mathcal{Y}) = \{\Theta(u) : u \in \mathcal{Y}\}$, where $\mathcal{Y} = \{u_1 u_2, \ldots, u_{j-1}, u_j : i = 1, \ldots, k\}$ with $u_1, u_j > \max\{u_{s,i} : s = 2, \ldots, j-1, i = 1, \ldots, k\}$, and, for $i = 1, \ldots, k$,

$$b_i = \max(u_1, u_j) + u_2, + \cdots + u_{j-1},$$

$$c_i = u_1 + u_j + u_2, + \cdots + u_{j-1},$$

then

$$\sum_{v \in \{0,1\}^*} x^{E\Theta(\mathcal{Y})-\text{mch}(v)} z^{|v|} = \frac{1}{zt} \left( (1-z)(1-z-(zt)^{-1}(x-1)\sum_{i=1}^k z_{b_i}) \right) - \frac{1}{zt}$$

Integrating the role of $t$ and $z$ in (25), we obtain the following theorem.
Theorem 2.3 Suppose that $\Theta(\Upsilon) = \{\Theta(u) \mid u \in \Upsilon\}$, where $\Upsilon = \{u_1u_2, \ldots, u_{j-1}, u_j : i = 1, \ldots, k\}$ with $u_i, u_j > \max\{u_{s,i} : s = 2, \ldots, j - 1, i = 1, \ldots, k\}$, and, for $i = 1, \ldots, k$,
\[ b_i = \max(u_1, u_j) + u_{2,i} + \cdots + u_{j-1,i} \quad \text{and} \quad \sum c_i = u_1 + u_2 + u_{j,i} + \cdots + u_{j-1,i}.
\]

Then
\[ \sum_{v \in \{0,1\}^k, E(\Theta(\Upsilon) \cdot \text{mch}(v)) \neq 0} x^{E(\Theta(\Upsilon) \cdot \text{mch}(v))} t^{|v|} \]
\[ = \frac{(1 - t)(1 - t - (z)^{j-1}(x - 1) \sum_{i=1}^{k} t^{b_i})}{t z((1 - t - tz)(1 - t - (z)^{j-1}(x - 1) \sum_{i=1}^{k} t^{b_i}) - (z)^{j}(x - 1) \sum_{i=1}^{k} t^{c_i}) - \frac{1}{t z}} \]
\[ = \frac{(1 - z)^{j-1}(x - 1) \sum_{i=1}^{k} t^{b_i+j-1} - \sum_{i=1}^{k} t^{c_i+j-1}}{(1 - t - tz)(1 - t - z)^{j-1}(x - 1) \sum_{i=1}^{k} t^{b_i+j-1} - z^j(x - 1) \sum_{i=1}^{k} t^{c_i+j}}. \tag{26}
\]

Setting $x = 0$ and $t = 1$ in (26), we have the following corollary.

Corollary 2.4 Suppose that $\Theta(\Upsilon) = \{\Theta(u) \mid u \in \Upsilon\}$, where $\Upsilon = \{u_1u_2, \ldots, u_{j-1}, u_j : i = 1, \ldots, k\}$ with $u_i, u_j > \max\{u_{s,i} : s = 2, \ldots, j - 1, i = 1, \ldots, k\}$, and, for $i = 1, \ldots, k$,
\[ b_i = \max(u_1, u_j) + u_{2,i} + \cdots + u_{j-1,i} \quad \text{and} \quad \sum c_i = u_1 + u_2 + u_{j,i} + \cdots + u_{j-1,i}.
\]

Then
\[ \sum_{v \in \{0,1\}^k, E(\Theta(\Upsilon) \cdot \text{mch}(v)) = 0} t^{|v|} \]
\[ = \frac{1 - t + (\sum_{i=1}^{k} t^{b_i+j-1} - \sum_{i=1}^{k} t^{c_i+j-1})}{(1 - 2t)(1 - t + \sum_{i=1}^{k} t^{b_i+j-1}) + \sum_{i=1}^{k} t^{c_i+j}}. \tag{27}
\]

For example, suppose $\Upsilon = \{303, 313, 323\}$. Then
\[ \Theta(\Upsilon) = \{0^3110^3, 0^31010^3, 0^310010^3\}.
\]

Note that the words in $\Theta(\Upsilon)$ have different lengths. Then $\sum_{i=1}^{3} t^{b_i} = t^3 + t^4 + t^5$ and $\sum_{i=1}^{3} t^{c_i} = t^6 + t^7 + t^8$, and one can use Mathematica to compute that
\[ \sum_{v \in \{0,1\}^k, E(\Theta(\Upsilon) \cdot \text{mch}(v)) = 0} t^{|v|} \]
\[ = \frac{1 - t + t^5 + t^6 + t^7 + t^8 + t^9 - t^{10}}{(1 - 2t)(1 - t + t^5 + t^6 + t^7) + t^9 + t^{10} + t^{11}} \]
\[ = \frac{1 + t^5 + 2t^6 + 3t^7 + 2t^8 + t^9}{1 - 2t + t^5 - t^7 - 3t^8 - 2t^9 - t^{10}}. \tag{28}
\]

Another simple example comes from considering words of the form $u = b0a1b$ where $b \geq 2$ and $a \geq 0$. If we fix $a$ and $b$, then we see that $u$ has the end point embedding minimal overlapping property. The endpoint maximum packings for $u$ of length $4n + 1$ are of the form $w = w_10a1w_20a1w_3\ldots0a1w_n0a1w_{n+1}$ where $w_i \geq b$ for $i = 1, \ldots, n + 1$. It follows that
\[ \text{epmp}_{u, 4n+1}(z) = \frac{z^b}{1 - z} \left( \frac{z^{1+a}}{1 - z} \right)^n \]
\[ = \frac{z^b}{1 - z} \left( \frac{z^{1+a+b}}{1 - z} \right)^n. \]
Thus by (15), we have that
\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{ep\-u\-mch(w)} z^\sum w = \\
\frac{1}{1 - \frac{1}{1-z}t + \sum_{n \geq 1} \frac{t^b}{(1-z)^n} \frac{t^n(x-1)^{1+a+b}}{(1-z)^n}} - 1 \\
1 - \frac{1}{1-z} \left(1 + z^b \sum_{n \geq 1} \frac{t^n(x-1)^{1+a+b}}{(1-z)^n} \right) \\
1 - \frac{1}{1-z} \left(1 + z^b \sum_{n \geq 1} \frac{t^{4n}(x-1)^{1+a+b}}{(1-z)^n} \right) \\
1 - \frac{1}{1-z} \left(1 + z^b \sum_{n \geq 1} \frac{t^{4n}(x-1)^{1+a+b}}{(1-z)^n} \right) \\
1 - \frac{1}{1-z} \left(1 + z^b \sum_{n \geq 1} \frac{t^{4n}(x-1)^{1+a+b}}{(1-z)^n} \right) \\
(1 - z)(1 - z - t^4(x-1)z^{1+a+b}) - t^5(x-1)z^{1+a+2b}.
\]

Hence, we have the following corollary of Theorem 1.1.

**Corollary 2.5** Suppose that \( u = b0a1b \) where \( b \geq 2 \) and \( a \geq 0 \). Then
\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{ep\-u\-mch(w)} z^\sum w = \\
\frac{(1 - z)(1 - z - t^4(x-1)z^{1+a+b})}{(1 - z - t)(1 - z - t^4(x-1)z^{1+a+b}) - t^5(x-1)z^{1+a+2b}}.
\]  

(29)

Then as before, \( \Theta \) shows that
\[
\sum_{v \in \{0,1\}^*} x^{E^\Theta(b0a1b\-mch(v))} t^{n_1(v)} z^{|v|} \]
\[
= \frac{1}{zt} \left( \sum_{n \geq 0} (zt)^n \sum_{w \in \mathbb{N}^n} x^{ep\-u\-mch(w)} z^\sum w \right) - \frac{1}{zt}. 
\]  

(30)

Combining (29) and (30), we see that
\[
\sum_{v \in \{0,1\}^*} x^{E^\Theta(b0a1b\-mch(v))} t^{n_1(v)} z^{|v|} = \\
\frac{1}{zt} \left( \frac{(1-z)(1-z-t^4(x-1)z^{5+a+b})}{(1-z)(1-z-t^4(x-1)z^{5+a+b}) - t^5(x-1)z^{5+a+2b}} \right) - \frac{1}{zt} \\
\frac{1}{zt} \left( \frac{1-z-t^4(x-1)z^{5+a+b}(1-z^b)}{(1-z-t)(1-z-t^4(x-1)z^{5+a+b}) - t^5(x-1)z^{5+a+2b}} \right).
\]  

(31)

Interchanging the role of \( t \) and \( z \) in (31), we then obtain the following theorem.

**Theorem 2.6** Suppose that \( u = b0a1b \) where \( b \geq 2 \) and \( a \geq 0 \). Let \( \Theta(u) = 0^b110^a101^b \). Then
\[
\sum_{v \in \{0,1\}^*} x^{E^\Theta(b0a1b\-mch(v))} t^{n_1(v)} z^{|v|} = \\
\frac{(1-t)(1-t-z^4(x-1)z^{5+a+b})}{tz((1-t-z^4(x-1)z^{5+a+b}) - z^5(x-1)z^{5+a+2b})} - \frac{1}{tz} \\
\frac{1-t-z^4(x-1)z^{5+a+b}(1-t^b)}{(1-t-z)(1-t-z^4(x-1)z^{5+a+b}) - z^5(x-1)z^{5+a+2b}).
\]  

(32)
Setting $x = 0$ and $t = 1$, we obtain the following generating functions for the number of words $w$ which have no $\Theta(u_1 \ldots u_j)$-matches.

**Corollary 2.7** Suppose that $u = b0a1b$ where $b \geq 2$ and $a \geq 0$, so that $\Theta(u) = 0^b110^a1010^b$. Then

$$\sum_{\nu \in \{0,1\}^*, E-\Theta(u_1 \ldots u_j)-\text{mech}(\nu) = 0} t^{\nu} = \frac{1 - t^{b+1} + t^{b+2a+b}}{(1 - t)(1 - t^{b+1} + t^{b+2a+b}) + t^{b+2a+2p}}. \quad (33)$$

If $NM_{a,b,n}$ is equal to the number of words $w$ in $\{0,1\}^n$ such that $w$ has no $0^b110^a1010^b$-matches, then one can use Mathematica to show that the sequence $(NM_{0,2,n})_{n \geq 0}$ starts out

$$1, 2, 4, 8, 16, 32, 64, 128, 256, 511, 1020, 2036, 4064, 8112, 16192, 32320, 65513, \ldots,$$

the sequence $(NM_{1,2,n})_{n \geq 0}$ starts out

$$1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1023, 2044, 4084, 8160, 16304, 32576, 65088, \ldots$$

and the sequence $(NM_{2,2,n})_{n \geq 0}$ starts out

$$1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2047, 4092, 8180, 16352, 32688, 64344, \ldots$$

None of these sequences appear in the On-Line Encyclopedia of Integer Sequences.

**3 The proof of Theorem 1.1**

In this section, we will prove Theorem 1.1 and two closely related results by modifying the proof of (VI) due to Duane and Remmel [5]. We will prove Theorem 1.1 by applying a ring homomorphism, defined on the ring $A$ of symmetric functions over infinitely many variables, $x_1, x_2, \ldots$, with coefficients in the field, $\mathbb{C}$, of complex numbers to a simple symmetric function identity. There has been a long line of research (see Beck, Remmel, and Whitehead [1], Brenti [2, 3], Dotsenko and Khoroshkin [4], Kitaev, Niedermaier, Remmel, and Riehl [9], Langley [10], Langley and Remmel [11], Mendes and Remmel [12, 13, 14], Mendes, Remmel, and Riehl [15], Ram, Remmel, and Whitehead [16], Wagner [17]) which shows that a large number of generating functions for permutation statistics can be obtained by applying homomorphisms defined on $A$ to simple symmetric function identities. For example, the $n$-th elementary symmetric function, $e_n$ and the $n$-th homogeneous symmetric function, $h_n$, are defined by the generating functions

$$E(t) = \sum_{n \geq 0} e_n t^n = \prod_{i \geq 1} (1 + x_i t) \quad (34)$$

and

$$H(t) = \sum_{n \geq 0} h_n t^n = \prod_{i \geq 1} \frac{1}{1 - x_i t}. \quad (35)$$

Thus,

$$H(t) = 1/E(-t). \quad (36)$$
It is well known that \{e_0, e_1, \ldots \} is an algebraically independent set of generators for $\Lambda$ and hence we can define a ring homomorphism $\xi : \Lambda \to R$, where $R$ is a ring, by simply specifying $\xi(e_n)$ for all $n \geq 0$. We will prove Theorem 1.1 and its extensions by applying appropriate ring homomorphisms to (36).

Let $\lambda = (\lambda_1, \ldots, \lambda_\ell)$ be an integer partition, that is, $\lambda$ is a finite sequence of weakly increasing nonnegative integers. Let $\ell(\lambda)$ denote the number of nonzero integers in $\lambda$. If the sum of these integers is $n$, we say that $\lambda$ is a partition of $n$ and write $\lambda \vdash n$. For any partition $\lambda = (\lambda_1, \ldots, \lambda_\ell)$, let $e_{\lambda} = e_{\lambda_1} \cdots e_{\lambda_\ell}$. The well-known fundamental theorem of symmetric functions says that $\{e_\lambda : \lambda$ is a partition$\}$ is a basis for $\Lambda$ or that $\{e_0, e_1, \ldots \}$ is an algebraically independent set of generators for $\Lambda$. Similarly, if we define $h_\lambda = h_{\lambda_1} \cdots h_{\lambda_\ell}$, then $\{h_\lambda : \lambda$ is a partition$\}$ is also a basis for $\Lambda$.

A brick tabloid $B$ of shape $(n)$ and type $\lambda = (\lambda_1, \ldots, \lambda_k)$ is a filling of a row of $n$ squares of cells with bricks of lengths $\lambda_1, \ldots, \lambda_k$ such that bricks do not overlap. We write $B = (b_1, \ldots, b_k)$ if the sizes of the bricks in $B$ are $b_1, \ldots, b_k$, reading from left to right. The brick tabloid $B = (2, 1, 5, 1, 3)$ of size (12) and type (1, 1, 2, 3, 5) is displayed in Figure 1.

Let $B_{\lambda,n}$ denote the set of all brick tabloids of shape $(n)$ and shape $\lambda$, and let $|B_{\lambda,n}|$. Egecioglu and Remmel [6] proved that

$$h_n = \sum_{\lambda \vdash n} (-1)^{n-\ell(\lambda)} B_{\lambda,n} e_{\lambda}. \quad (37)$$

We say that $w = w_1 \ldots w_n \in \mathbb{N}^n$ has a right end point embedding of $u = u_1 \ldots u_j$ starting at position $i$ if $w_{i+j-1} \geq u_j$ and $w_{i+r} = u_{r+1}$ for $r = 0, \ldots, j-2$. Similarly, we say that $w = w_1 \ldots w_n \in \mathbb{N}^n$ has a left end point embedding of $u = u_1 \ldots u_j$ starting at position $i$ if $w_i \geq u_1$ and $w_{i+r} = u_{r+1}$ for $r = 1, \ldots, j-1$. Let $rep-u-mch(w)$ denote the number of right end point embeddings of $u$ in $w$ and $lep-u-mch(w)$ denote the number of left end point embeddings of $u$ in $w$. We say that $u = u_1 \ldots u_j \in \mathbb{N}^j$ has the right end point embedding minimal overlapping property (left end point embedding minimal overlapping property) if the smallest $i$ such that there exists a $w \in \mathbb{N}^n$ such that $rep-u-mch(w) = 2$ ($lep-u-mch(w) = 2$) is $2j-1$. If $u$ has the right end point embedding minimal overlapping property, then the shortest words $w \in \mathbb{N}^n$ such that $rep-u-mch(w) = n$ have length $n(j-1)+1$ so we let $REP_{\mathcal{M}}(u,n(j-1)+1)$ denote the set of words $w \in \mathbb{N}^{n(j-1)+1}$ such that $rep-u-mch(w) = n$. We will refer to elements of $REP_{\mathcal{M}}(u,n(j-1)+1)$ as right end point embedding maximum packings for $u$. We let

$$repmp_{u,n(j-1)+1}(z) = \sum_{w \in REP_{\mathcal{M}}(u,n(j-1)+1)} z^{\sum w}, \text{ and}$$

$$repmp_{u,n(j-1)+1}(z_0, z_1, \ldots) = \sum_{w \in REP_{\mathcal{M}}(u,n(j-1)+1)} z(w).$$

Similarly if $u$ has the left end point embedding minimal overlapping property, then the shortest words $w \in \mathbb{N}^n$ such that $lep-u-mch(w) = n$ have length $n(j-1)+1$, so we let $LEP_{\mathcal{M}}(u,n(j-1)+1)$ denote the set
of words \( w \in \mathbb{N}^{(j-1)+1} \) such that \( \text{lep}-u\text{-mch}(w) = n \). We will refer to elements of \( \mathcal{LEPMP}^k_{u,n(j-1)+1} \) as left end point embedding maximum packings for \( u \). We let

\[
\text{lepmp}_{u,n(j-1)+1}(z) = \sum_{w \in \mathcal{LEPMP}_{u,n(j-1)+1}} z^\sum w, \text{ and}
\]

\[
\text{lepmp}_{u,n(j-1)+1}(z_0, z_1, \ldots) = \sum_{w \in \mathcal{LEPMP}_{u,n(j-1)+1}} z(w).
\]

Then we have the following theorem.

**Theorem 3.1** Let \( u \in \mathbb{N}^j \) where \( j \geq 3 \).

1. If \( u \) has the end point embedding minimal overlapping property, then

\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{\text{lep}-u\text{-mch}(w)} z(w) = \frac{1}{1 - ((\sum_{i \geq 0} z_i) t + \sum_{n \geq 1} t^{n(j-1)+1}(x - 1)^n \text{lepmp}_{u,n(j-1)+1}(z_0, z_1, \ldots))}.
\]

2. If \( u \) has the right end point embedding minimal overlapping property, then

\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{\text{rep}-u\text{-mch}(w)} z(w) = \frac{1}{1 - ((\sum_{i \geq 0} z_i) t + \sum_{n \geq 1} t^{n(j-1)+1}(x - 1)^n \text{repmp}_{u,n(j-1)+1}(z_0, z_1, \ldots))}.
\]

3. If \( u \) has the left end point embedding minimal overlapping property, then

\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{\text{lep}-u\text{-mch}(w)} z(w) = \frac{1}{1 - ((\sum_{i \geq 0} z_i) t + \sum_{n \geq 1} t^{n(j-1)+1}(x - 1)^n \text{lepmp}_{u,n(j-1)+1}(z_0, z_1, \ldots))}.
\]

**Note:** We will only prove the first part of this theorem, as the proofs of the subsequent parts of the theorem are the same except that we use right end point maximal packings and left end point maximal packings in place of end point maximal packing throughout the proof.

**Proof.** Suppose that \( u \in \mathbb{N}^j \) has the endpoint embedding minimal overlapping property. We define a ring homomorphism \( \Gamma \) on \( \Lambda \) by letting

1. \( \Gamma(e_0) = 1 \),
2. \( \Gamma(e_1) = \sum_{i \geq 0} z_i \),
3. \( \Gamma(e_{s(j-1)+1}) = (-1)^{s(j-1)}(x - 1)^s \text{lepmp}_{u,s(j-1)+1}(z_0, z_1, \ldots) \) for all \( s \geq 1 \), and
4. $\Gamma(e_n) = 0$ if $n \not\in \{1\} \cup \{s(j - 1) + 1 : s \geq 1\}$.

Note that if $\Gamma(e_n) \neq 0$ and $n \geq 1$, then the sign associated with $\Gamma(e_n)$ is just $(-1)^{n-1}$.

We claim that for all $n \geq 1$,

$$\Gamma(h_n) = \sum_{w \in \mathbb{N}^n} x^{ep}_n \cdot \text{mch}(w) z(w).$$

(41)

By (37), we have that

$$\Gamma(h_n) = \sum_{\mu \in \mathbb{N}^n} (-1)^{n-\ell(\mu)} B_{\mu,n}(e_{\mu}).$$

(42)

Now if $\mu$ is not a partition whose parts come from $\{1\} \cup \{s(j - 1) + 1 : s \geq 1\}$, then $\Gamma(e_{\mu}) = 0$, so we let $P_{j,n}$ denote the set of all partitions of $n$ whose parts come from $\{1\} \cup \{s(j - 1) + 1 : s \geq 1\}$. It follows that if we set

$$A(i) = \left(\sum_{i \geq 0} z_i\right) \chi(i = 1) + (x - 1)^{(j - 1)/\ell(\mu)} epmp_{u,i}(z_0, z_1, \ldots) \chi(i = n(j - 1) + 1 > 1),$$

then

$$\Gamma(h_n) = \sum_{\mu \in P_{j,n}} (-1)^{n-\ell(\mu)} \sum_{(b_1, \ldots, b_{\ell(\mu)}) \in B_{\mu,n}} \prod_{i=1}^{\ell(\mu)} A(b_i)$$

$$= \sum_{\mu \in P_{j,n}} (-1)^{n-\ell(\mu)} \sum_{(b_1, \ldots, b_{\ell(\mu)}) \in B_{\mu,n}} \prod_{i=1}^{\ell(\mu)} (-1)^{b_i-1} A(b_i)$$

$$= \sum_{\mu \in P_{j,n}} \sum_{(b_1, \ldots, b_{\ell(\mu)}) \in B_{\mu,n}} \prod_{i=1}^{\ell(\mu)} A(b_i).$$

(43)

Next we want to give a combinatorial interpretation to the right hand side of (43). Suppose that we have a brick tableau $B = (b_1, \ldots, b_n)$ of shape $(n)$ such that $b_i \in \{1\} \cup \{s(j - 1) + 1 : s \geq 1\}$ for all $i$. Then if $b_i = 1$, we will interpret $\sum_{i \geq 0} z_i$ as allowing us to fill the cell corresponding to $b_i$ with any letter from $\mathbb{N}$. If $b_i = s(j - 1) + 1 > 1$, then we will interpret the term $(x - 1)^{(j - 1)/\ell(\mu)} epmp_{u,i}(z_0, z_1, \ldots, z_{j-1}) = (x - 1)^{s(j - 1) + 1}$ as allowing us to fill the cells corresponding to $b_i$ with a word $v_i \in \mathcal{EP}_M P_{u,i,s(j-1)+1}$ and then labeling each cell in $b_i$ which is the start of an end point embedding of $u$ in $v_i$ with either $x$ or $-1$. Let $\mathcal{O}_{u,n}$ denote the set of all labeled brick tabloids that can be constructed in this way. Thus an $O \in \mathcal{O}_{u,n}$ will consist of a triple $T = (B, w, L)$ where

1. $B = (b_1, \ldots, b_n)$ is brick tabloid of shape $(n)$ such that $b_i \in \{1\} \cup \{s(j - 1) + 1 : s \geq 1\}$ for all $i$,
2. $w = w_1 \ldots w_n \in \mathbb{N}^n$ is a word such that $w_i$ lies in $i$-th cell of $B$ for $i = 1, \ldots, n$,
3. if $b_i = 1$, the letter in the cell corresponding to $b_i$ can be any letter in $\mathbb{N}$, and
4. if \( b_i = s(j - 1) + 1 > 1 \), then cells of \( b_i \) are filled with a word \( v_i \) such that \( v_i \) is an end point embedding maximum packing for \( u \) of size \( s(j - 1) + 1 \), each cell of \( b_i \) which corresponds to the start of an endpoint embedding of \( u \) in \( v_i \) is labeled with either \(-1\) or \( x \), and where the collection of all \(-1\)'s and \( x \)'s is \( L \).

We then define the *weight* of \( T \), \( wt(T) \), to be \( z(w) \) times the product of the \( x \) labels in \( T \) and the *sign* of \( T \), \( sign(T) \), to be the product of the \(-1\) labels in \( T \). For example, if \( u = 312 \), then in Figure 2, we have pictured four elements of \( O_{312, 17} \), \( T_i = (B^{(i)}, w^{(i)}, L^{(i)}) \) for \( i = 1, \ldots, 4 \). Then \( wt(T^{(1)}) = xz_0^6z_3^2z_5^2 \), \( sign(T^{(1)}) = 1 \), \( wt(T^{(2)}) = x^2z_0^6z_3^2z_5^2 \), \( sign(T^{(2)}) = 1 \), \( wt(T^{(3)}) = x^2z_0^6z_3^2z_5^2 \), \( sign(T^{(3)}) = 1 \), \( wt(T^{(4)}) = x^2z_0^6z_3^2z_5^2 \), and \( sign(T^{(4)}) = -1 \). It follows that

\[
\Gamma(h_n) = \sum_{T \in O_{u,n}} sign(T)wt(T). \tag{44}
\]

Next we define a sign-reversing, weight-preserving involution \( I : O_{u,n} \to O_{u,n} \). If \( T = (B, w, L) \), then to define \( I(T) \), we scan the cells of \( B = (b_1, \ldots, b_t) \) from left to right looking for the first time where one of the following cases hold.

**Case 1.** There is a brick \( b_i \) of size \( j \) whose first cell is labeled with \(-1\). In this case, \( I(T) = (B^*, w^*, L^*) \) where \( B^* \) results from \( B \) by replacing the brick \( b_i \) by \( j \) bricks of size 1, \( w^* = w \), and \( L^* \) arises from \( L \) by removing the label \(-1\) from the first cell of \( b_i \).

**Case 2.** There are \( j \) consecutive bricks of size 1 in \( B \), \( b_i, b_{i+1}, \ldots, b_{i+j-1} \) such that the letters in these cells form an end point embedding of \( u \). In this case, \( I(T) = (B^*, w^*, L^*) \) where \( B^* \) results from \( B \) by replacing the bricks \( b_i, b_{i+1}, \ldots, b_{i+j-1} \) by a single brick \( b \) of size \( j \), \( w^* = w \), and \( L^* \) arises from \( L \) by adding a \(-1\) label on the first cell of \( b \).
Case 3. There is a brick $b_i$ of size $(s + 1)(j - 1) + 1$ where $s \geq 1$ such that all the labels on $b_i$ are $x$'s except for the cell which is $j$ cells from the right which is labeled with $-1$. In this case, $I(T) = (B^*, w^*, L^*)$ where $B^*$ results from $B$ by replacing the brick $b_i$ by a brick of size $s(j - 1) + 1$ followed by $j - 1$ bricks of size 1, $w^* = w$, and $L^*$ arises from $L$ by removing the $-1$ label that was in $b_i$.

Case 4. There are $j$ consecutive bricks in $B$, $b_i, b_{i+1}, \ldots, b_{i+j-1}$ such that $b_i = s(j - 1) + 1 > 1$ and $b_{i+1}, \ldots, b_{i+j-1}$ are of size 1, all the labels on $b_i$ are $x$'s, and the letters in these bricks form an end point maximum packing for $u$ of size $(s + 1)(j - 1) + 1$. In this case, $I(T) = (B^*, w^*, L^*)$ where $B^*$ results from $B$ by replacing the brick $b_i$ by $j - 1$ bricks of size 1 followed by a brick of size $s(j - 1) + 1$, $w^* = w$, and $L^*$ arises from $L$ by removing the $-1$ label on the last cell of $b_i$.

Case 5. There is a brick $b_i$ of size $(s + 1)(j - 1) + 1$ where $s \geq 1$ such that the first cell of $b_i$ is labeled with $-1$. In this case, $I(T) = (B^*, w^*, L^*)$ where $B^*$ results from $B$ by replacing the brick $b_i$ by $j - 1$ bricks of size 1 followed by a brick of size $s(j - 1) + 1$, $w^* = w$, and $L^*$ arises from $L$ by removing the $-1$ label that was on the first cell of $b_i$.

Case 6. There are $j$ consecutive bricks in $B$, $b_i, b_{i+1}, \ldots, b_{i+j-1}$ such that $b_i, \ldots, b_{i+j-2}$ are bricks of size 1 and $b_{i+j-1} = s(j - 1) + 1 > 1$ and the letters in these bricks form an end point maximum packing for $u$ of size $(s + 1)(j - 1) + 1$. In this case, $I(T) = (B^*, w^*, L^*)$ where $B^*$ results from $B$ by replacing the bricks $b_i, b_{i+1}, \ldots, b_{i+j-1}$ by a single brick $b$ of size $(s + 1)(j - 1) + 1$, $w^* = w$, and $L^*$ arises from $L$ by adding a $-1$ label on the first cell of $b$.

Case 7. There is a brick $b_i$ of size $s(j - 1) + 1$ where $s \geq 3$ such that the first cell is labeled with an $x$ and there is a cell which has a label $-1$ which is not the $j$-th cell from the right. Let the $t$-th cell of $b_i$ be the leftmost cell of $b_i$ which is labeled with $-1$. Then in this case, $I(T) = (B^*, w^*, L^*)$ where $B^*$ results from $B$ by replacing the brick $b_i$ by $j$ consecutive bricks $c_1, c_2, \ldots, c_{j-1}, c_j$ where $c_1$ contains all the cells of $b_i$ up to and including cell $t$, $c_2, \ldots, c_{j-1}$ are bricks of size 1, and $c_j$ contains the remaining cells of $b_i$, $w = w^*$, and $L^*$ is the labeling that results from $L$ by removing the $-1$ label from cell $t$.

Case 8. There are $j$ consecutive bricks $b_i, b_{i+1}, \ldots, b_{i+j-1}$ such that $b_i = c(s - 1) + 1 > 1$ and has only $x$ labels, $b_{i+1}, \ldots, b_{i+j-2}$ are bricks of size 1, $b_{i+j-1} = d(j - 1) + 1 > 1$, and the letters in these three bricks form an end point maximum packing for $u$ of size $(c + d + 1)(j - 1) + 1$. In this case, $I(T) = (B^*, w^*, L^*)$ where $B^*$ results from $B$ by replacing the $j$ bricks $b_i, b_{i+1}, \ldots, b_{i+j-1}$ by a single brick $b$, $w^* = w$, and $L^*$ results from $L$ by adding a label $-1$ on the last cell of $b_i$.

If none of Cases 1-8 apply, then we set $I(T) = T$.

For example, consider the images of $T_1$, $T_2$, $T_3$, and $T_4$ which are pictured in Figure 3. We see that $T_1$ is in Case 1 so that $I(T_1)$ results by replacing the second brick by three bricks of size 1 and removing the $-1$ label. This results in $I(T_1)$ pictured in the first row of Figure 3. It is then easy to see that $I(T_1)$ is in Case 2 so that $I^2(T_1) = T_1$. $T_2$ is in Case 3 where $b_i$ is the second brick. Thus we obtain $I(T_2)$ by replacing $b_2$ with a brick of size 3 followed by two bricks of size 1 and removing the $-1$ label from cell 4. $I(T_2)$ is pictured in the second row of Figure 3.

It is then easy to see that $I(T_2)$ will be in Case 4 so that $I^2(T_2) = T_2$. $T_3$ is in Case 5 where $b_i$ is
the third brick. Thus we obtain $I(T_3)$ by replacing $b_3$ by two bricks of size 1 followed by a brick of size 7 and removing the $-1$ label on cell 5. $I(T_3)$ is pictured in the third row of Figure 3. It is then easy to see that $I(T_3)$ will be in Case 6 so that $I^2(T_3) = T_3$. Finally, $T_4$ is in Case 7 with $t = 4$ so that we replace the fifth brick by three consecutive bricks of sizes 3, 1, and 3, reading from left to right, and remove the $-1$ label for cell 4 of brick $b_5$. $I(T_4)$ is pictured in the forth row of Figure 3. It is then easy to see that $I(T_4)$ will be in Case 8 so that $I^2(T_4) = T_4$.

It is not difficult to show that $I$ is an involution. The argument here is exactly the same as the argument used by Duane and Remmel [5] to prove (11), and by construction, if $I(T) \neq T$, then $\text{sign}(T)\text{wt}(T) = -\text{sign}(I(T))\text{wt}(I(T))$. Hence $I$ shows that

$$
\Gamma(h_n) = \sum_{T \in \mathcal{O}_{w,n} \cdot I(T) = T} \text{sign}(T)\text{wt}(T). \quad (45)
$$

Thus we must examine the fixed points of $I$. Suppose that $T = (B, w, L)$ is a fixed point of $I$ where $B = (b_1, \ldots, b_t)$. There cannot be any $-1$ labels on any of the bricks in $B$, since otherwise we could apply one of Cases 1, 3, 5, or 7. Thus if $I(T) = T$, $\text{sign}(T) = 1$. It follows that $\text{wt}(T) = x^c z(w)$ where $c$ is the number of endpoint embeddings of $u$ in $w$ that lie entirely with in some brick $b_i$ in $B$. We claim that any end point embedding in $w$ must lie entirely within some brick. That is, suppose that $w = w_1 \ldots w_n$ where $w_sw_{s+1} \ldots w_{s+j-1}$ is an end point embedding of $u$ that does not lie in a single brick. Because $u$ has the minimal overlapping property, there are only four possibilities, namely,

(i) cells $s, s+1, \ldots, s+j-1$ are covered by bricks of size 1,

(ii) cell $s$ is part of brick $b_i$ of size $>1$ and cells $s+1, \ldots, s+j-1$ are covered by bricks of size 1,

(iii) cell $s+j-1$ is part of brick $b_i$ of size $>1$ and cells $s, \ldots, s+j-2$ are covered by bricks of size 1, or
(iv) cell s is part of a brick $b_i$ of size $> 1$, $b_{i+1}, \ldots, b_{i+j-2}$ are bricks of size 1 covering cells $s+1, \ldots, s+j-2$, and cell $s+j-1$ is part of brick $b_{i+j-1}$ which is of size $> 1$.

In case (i), we could apply Case 2 of the definition of $I$ to cells $s, s+1, \ldots, s+j-1$; in case (ii), we could apply Case 4 of the definition of $I$ to cells of $b_i$ plus cells $s+1, \ldots, s+j-1$; in case (iii), we could apply Case 6 of the definition of $I$ to cells $s, \ldots, s+j-2$ plus the cells of $b_i$; in case (iv), we can apply Case 8 of the definition of $I$ to the cells of contained in the bricks $b_i, \ldots, b_{i+j-1}$. Thus in all the cases (i)-(iv), it would be the case that $I(T) \neq T$ which contradicts our choice of $T$. Thus we have shown that if $I(T) = T$, then $\text{sign}(T)wT = x^{e_p-u-mch(w)}z(w)$. Finally note that if $w \in [k]^n$, then we can construct a fixed point of $I$ by placing bricks which cover the maximal length end point maximum packings in $w$, covering the remaining cells by bricks of size 1, and labeling the start of each end point embedding in $w$ by $x$. It thus follows that

$$\Gamma(h_n) = \sum_{w \in \{0, \ldots, k-1\}^n} x^{e_p-u-mch(w)}z(w).$$

But then,

$$\Gamma(H(t)) = \sum_{n \geq 0} t^n \sum_{w \in [k]^n} x^{e_p-u-mch(w)}z(w)$$

$$= \Gamma(1/E(-t))$$

$$= 1 + \sum_{n \geq 1} (-t)^n \Gamma(e_n)$$

$$= \frac{1}{1 - ((\sum_{i \geq 0} z_i)t + \sum_{n \geq 1} t^{n(j-1)+1}(x-1)^n epmp_{u,n(j-1)+1}(z_0, z_1, \ldots))},$$

which proves (38). $\square$

We can see that if $\Upsilon \subseteq \mathbb{N}^j$ has the end point minimal overlapping property, then the proof of Theorem 3.1 goes through if we replace $u$-matches with $\Upsilon$-matches and $e_p-u-mch(w)$ with $e_p-\Upsilon-mch(w)$. Thus, a minor modification of the proof of Theorem 3.1 proves Theorem 1.1, as desired. Further, replacing $z_i$ by $z^i$ for all $i \geq 0$ in Theorem 3.1 yields the following corollary.

**Corollary 3.2** Let $u \in \mathbb{N}^j$ where $j \geq 3$.

1. If $u$ has the end point embedding minimal overlapping property, then

$$\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{e_p-u-mch(w)}z^w = \frac{1}{1 - ((\frac{1}{1-z})t + \sum_{n \geq 1} t^{n(j-1)+1}(x-1)^n epmp_{u,n(j-1)+1}(z))}, \tag{46}$$

2. If $u$ has the right end point embedding minimal overlapping property, then

$$\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{e_p-u-mch(w)}z^w = \frac{1}{1 - ((\frac{1}{1-z})t + \sum_{n \geq 1} t^{n(j-1)+1}(x-1)^n epmp_{u,n(j-1)+1}(z))}, \tag{47}$$
3. If \( u \) has the left end point embedding minimal overlapping property, then

\[
\sum_{n \geq 0} t^n \sum_{w \in \mathbb{N}^n} x^{\text{rep}_{u,\text{mech}}(w)} z^w = \frac{1}{1 - ((\frac{1}{1-t}) + \sum_{n \geq 1} t^{n(j-1)+1} (x-1)^{n \text{lepmp}_{u,n(j-1)+1}(z)})}.
\] (48)

4. Future work

It is possible to extend our results on exact matchings to cover words in \([k]^*\) where \( k \geq 3 \) instead of \([0,1]^*\). The obvious thing to do is to code words in \( \mathbb{N}^* \) as words in \([k]^*\). For example, if \( k = 3 \), then

\[
\text{we could let } c(2n) = 0^n \text{ and } c(2n+1) = 1^{n+1} \text{ for all } n \geq 0.
\]

Then code of a word \( w = w_1 \ldots w_n \) can be defined \( c(w) = c(w_1)2c(w_2) \cdots c(w_{n-1})2c(w_n) \). For example, \( c(502143) = 1^32202120^221^2 \). The problem with this type of coding is that not all words in \([0,1,2]^*\) are of the form \( c(w) \) for some \( w \in \mathbb{N}^* \).

For example, a word like 0101012010210101 is not of the form \( c(w) \) for any word in \( \mathbb{N}^* \). This makes it more difficult to transfer results about the distribution of end point embeddings to results about exact matchings of words in \([0,1,2]^*\). We have developed methods to do this, but they are considerably more complicated than the one presented in this paper. This will be the subject of a forthcoming paper of the authors and Thomas Langley.
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